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Preface

We live in a changing world. This thought expresses a historical fact entirely present in man’s consciousness regardless of whether we consider him as an individual or a social human being. The awareness about the changing world always introduces an amount of anxiety into man’s life that can be defined by the following question: whether man can preserve the existing world for the future of his children. To preserve this world for the future of our children, we must all strive for sustainable development - a development that meets the needs of the present generation without compromising options and resources the future generations will use to meet their own needs. It implies environmentally sound development in societies and regions free from threats to life and property. Human security is an essential ingredient of sustainability, which is increasingly threatened by extreme events, both natural and human-induced.

These sentences give insight into the question: Why is there now a focus on environmental problems? One particular answer can be found in a hierarchy of the main scientific problems for the 21st century as seen by the community mostly consisting of physicists, biologists, chemists, engineers and human science communities. According to them, in the 21st century the scientific community will be occupied by the problems linked to environmental ones that are primarily expressed through problem of climate changes and related issues. A unique characteristic of these problems is their close connection with the questions of the survival of individual human beings on the Earth. This is the first time in the history of science that environmental problems take their place at the front of science – from fundamentals to applications. This science could be defined from the point of view of many single sciences. However, the definition given in Random House Dictionary as “the branch of science concerned with the physical, chemical, and biological conditions of the environment and their effect on organisms” can be accepted as the broadest one, because it implicitly includes its main feature – its interdisciplinary nature. The field of environmental science is abundant with various interfaces and is the right place for the application of new fundamental approaches leading towards a better understanding of environmental phenomena. Therefore, we will slightly evolve the above definition, by setting the focus on the concept of the environmental interface, defined as an interface between two either abiotic or biotic environments which are in relative motion exchanging energy and
substances through physical, biological and chemical processes and fluctuating temporally and spatially. In that sense we define environmental science as “the branch of science concerned with the interactions in environmental interfaces regarded as the natural complex systems” that will be exploited in this book. Environmental science encompasses issues such as climate change, biodiversity, water quality, ground water contamination, use of natural resources, waste management, sustainable development, disaster reduction, air pollution, and noise pollution. It is built from many sciences including environmental fluid mechanics as one of the core components.

Environmental fluid mechanics (EFM) is the scientific study of transport, dispersion and transformation processes in natural fluid flows on our planet Earth, from the microscale to the planetary scale. Stratification and turbulence are two essential ingredients of environmental fluid mechanics. Stratification occurs when the density of the fluid varies spatially, as in a sea breeze where masses of warm and cold air lie next to each other or in an estuary where fresh river water flows over saline seawater. Turbulence is the term used to characterize the complex, seemingly random motions that continually result from instabilities in fluid flows. Turbulence is ubiquitous in natural fluid flows because of the large scales that these flows typically occupy. The processes studied by environmental fluid mechanics greatly affect the quality of natural ecosystems and are largely investigated using modeling techniques and software packages.

The objective of this book is to bring together scientists and engineers working in research institutions, universities and academia, who engage in the study of theoretical, modelling, measuring and software aspects in environmental fluid mechanics. It is intended to provide a forum for the participants to obtain up-to-date information, and exchange new ideas and expertise through the presentations of up-to date and recent overall achievements in this field. In this regard, a mixing of professionals from a wide spectrum of different areas is promoted focusing on the EFM theoretical, modeling and experimental approaches, including the issues of software design and measurements.

The book is organized in two broad parts: Theoretical and Modeling Aspects (Part One) and Applicative, Software and Experimental Issues (Part Two). Part One has seven chapters covering various theoretical and modeling aspects of EFM, such as turbulent dispersion, stable atmospheric boundary layers, calculation of albedo on complex geometries, stratified turbulent flows, viscous flow induced by wave propagation over bed ripples, aquatic turbulent flow over rough boundaries and exchange processes in environmental interfaces regarded as biophysical complex systems. Part Two addresses in eight chapters a
broad range of EFM applicative issues, such as source identification in atmospheric pollution, fate and transport of mercury in aquatic systems, exchange processes in a river with dead zones, flow resistance in vegetated channels, contaminant intrusion in a water supply network, ecological modeling of coastal waters, integration of spatio-temporal data for fluid modeling in a Geographical Information System (GIS) environment and long-term measurements of energy budget components and trace gas fluxes between the atmosphere and different types of ecosystem.

Part One starts with a chapter by N. Mole, P.C. Chatwin and P.J. Sullivan, that deals with the dispersion of contaminants in turbulent flows at high Péclet number, where both turbulent advection and molecular diffusion were considered to derive exact results for moments and the probability density function (pdf) of concentration for the hypothetical case of zero diffusivity. Also, the results for the moments were modified to account for the presence of slowly acting diffusion. Finally, the authors demonstrated that many of the results obtained with this approach agree well with experimental observations. Following this, the chapter by D.T. Mihailovic and I. Balaz investigates an aspect of dynamics of energy flow based on the energy balance equation. Also, two illustrative issues important for the modelling of interacting environmental interfaces regarded as complex systems were addressed. These were the use of algebra for modelling the autonomous establishment of local hierarchies in biophysical systems and the numerical investigation of coupled maps representing exchange of energy, chemical and other relevant biophysical quantities between biophysical entities in their surrounding environment. The next chapter, by B. Grisogono, is devoted to the atmospheric boundary layer (ABL), which is the lowest part of the atmosphere that is continuously under the influence of the underlying surfaces through mechanical (roughness and shear) and thermal effects (cooling and warming), and the overlying, more free layers. Its proper characterization and modeling is very important in both short- or medium-range weather forecasting and applied micrometeorological studies. The author investigated an inclined strongly stratified stable ABL proposing an improved z-less mixing length scale model and a new generalized z-less mixing length-scale model. In Chapter 4, V. Fuka, J. Brechler and A. Jirk studied the impact of vertical temperature stratification on a 2D laminar flow structure, modeled via the Boussinesq approximation and by varying the Froude number (Fr). Later, they reviewed several approaches in treating turbulence in modeling studies, with an emphasis on an implicit large-eddy simulation. The results of Taylor–Green vortex computations, performed by using this method, were compared in terms of kinetic energy dissipation rate, probability density functions of turbulent fluctuations, and 3D energy spectra with the results of a
direct numerical simulation at moderate Reynolds numbers. The chapter by R.J. Schindler and J.D. Ackerman deals with turbulent flow over rough boundaries, which is a common appearance in nature and the subject of high interest in a range of disciplines. Since recent technological advances have increased our ability to model, visualize and measure flow structure over complex boundaries, the authors reviewed the experimental evidence for rough boundary/flow interactions across different disciplines, pointing out that different approaches have led to the adoption of a variety of parameters that are used to describe boundary roughness, and different criteria were used to evaluate the relative effects of boundary roughness. Furthermore, they stressed that much of the experimental data relates to idealized surfaces or is taken in low Reynolds number flows, and cannot be generally applied to aquatic flows over natural surfaces. In the chapter following this, A.A. Dimas and G.A. Kolokythas present the results of numerical simulations of the free-surface flow, developing by the propagation of nonlinear water waves over a rippled bottom. The flow was assumed to be two-dimensional, incompressible and viscous and the simulations were based on the numerical solution of the Navier-Stokes equations subject to the fully-nonlinear free-surface boundary conditions and appropriate bottom, inflow and outflow boundary conditions. Results pointed out that over the rippled bed, the wave boundary layer thickness increased significantly, in comparison to the one over a flat bed, due to flow separation at the ripple crests, which generates alternating circulation regions. Second, the effect of ripple height and Reynolds number on the distribution of wall shear stress and drag forces was investigated. Part 1 is closed with the chapter by D. Kapor, A. Ćirišan and D.T. Mihailovic that presents a general approach for the calculation of aggregated albedo in complex geometries, where analytic solution is not available. Thus, an efficient numerical procedure, the so-called ray-tracing Monte Carlo approach, was developed and tested for known analytical solutions. Later, this method was applied to a two-patch grid cell with a square geometrical distribution and with different heights of its parts. Comparison with the results from conventional approaches pointed out remarkable changes in values of sensible and latent heat fluxes, as well as the corresponding surface temperature.

Part Two begins with the chapter by B. Rajković, M. Vujadinović and Z. Gršić, in which are proposed two methods for locating a possible source of air pollution that combine measurements and inverse modeling based on Bayesian statistics. In both methods a puff model was used to generate the pollutant concentration field and the synthetic observations at predefined measuring points using real meteorological data. In the first approach, the position of the possible source was found with an iterative process, defined as the maximum of probability density function from an ensemble of possible sources. The second
approach used a library of records and scenarios, with combinations of values for the meteorological and emission parameters in the problem. The next chapter, by T. Weidinger, L. Horváth and Z. Nagy, presents the status of micrometeorological research activity in Hungary, field measurement programs and instrumentation and flux calculation methodology. Later, the chapter illustrates the development of the new Hungarian basic climatological network for the detection of the possible effects of future climate change, which consists of the standard climate station measurements, soil, radiation, energy budget and CO$_2$ flux measurements. The chapter by L. Matejicek presents a case study focused on dust dispersion above a surface coal mine which demonstrated the ability of GIS methods to manage, pre-process, post-process and to visualize all the pertinent data. As remote sensing helped to identify and classify the coal mine surface in order to map erosion sites and other surface objects, Global Positioning System (GPS) was used to improve the accuracy of the erosion site boundaries and to locate other point emission sources such as excavators, storage sites, and line emission sources such as conveyors and roads. Wind flow and dust dispersion modeling was successfully integrated in the GIS environment. The chapter by P.A. López-Jiménez, J.J. Mora-Rodríguez, V.S. Fuertes-Miquel and F.J. Martínez-Solano studied pathogen intrusion in water distribution systems by using both experimental and numerical methods. Pathogen intrusion occurs when negative pressure conditions are achieved in the systems, allowing the entrance of water around a leak, causing a problem of water quality. First, laboratory experimental works were carried out. Experimental results were successfully compared with numerical results obtained with Computational Fluid Dynamics (CFD) methods. Issues about the calibration process are also discussed. The chapter by C. Gualtieri deals with the 3D steady-state and time-variable numerical simulations of the flow in a rectangular channel with a lateral square cavity representing a dead zone of a river. This geometry was previously experimentally studied. The exchange coefficient between the main flow and the dead zones was calculated both from the transverse velocity data along the dead zone-main channel interface and from the temporal decay of the concentration of a tracer that was homogeneously injected in the dead zone. Analysis of the flow field demonstrated that the numerical simulations qualitatively reproduced the observed flow patterns but underestimated the exchange rate between the dead zone and the main stream, whereas the concentration data were in better agreement with the experimental data. The chapter by A. Massoudieh, D. Zagar, F.G. Green, C. Cabrera-Toledo, M. Horvat, T.R. Ginn, T. Barkouki, T. Weathers and F.A. Bombardelli covers fate and transport of mercury in aquatic systems. First the chapter identifies the various processes that are potentially important in
mercury fate and transport as well as knowledge and uncertainty about these processes. Second, an integrated multi-component reactive transport modeling approach was proposed to capture several of the processes. This integrated modeling framework includes the coupled advective-dispersive transport of mercury species in the water body, both in dissolved phase and as associated to mobile suspended sediments. Some results for the application of the model to the Colusa Basin Drain in California were also presented. The chapter by J.F. Lopes and A.C. Cardoso presents the results of a 3D numerical study of the distribution of temperature and phytoplankton biomass in the near-shore Aveiro coastal zone (Portugal). The study area is located on the western coast of the Iberian Peninsula, characterized by meteorological conditions of strong north/northwest prevailing winds, which favour the upwelling of nutrient enriched waters resulting from the divergences associated with the Ekman transport and, therefore, generating high nutrient availability. The results showed that the model was able to reproduce the horizontal and vertical temperature and chlorophyll-a (Chl-a) patterns. Also, they demonstrated the setup of a layer of cold water along the coastal side and the increasing of the declivity of the thermocline and the nutricline toward the coast. The model successfully predicted the values for the maximum Chl-a concentration and the depth of the inshore subsurface chlorophyll maximum. The last chapter by S. De Felice, P. Gualtieri and G. Pulci Doria deals with the calibration of a new simplified experimental method to evaluate absolute roughness of vegetated channels. The method is based on boundary layer measurements in a short channel rather than on uniform flow measurements, as usual. The proposed method can be applied to any kind of rough bed, but it is particularly useful in vegetated beds where long channels are difficult to prepare. The results are successfully compared with literature data demonstrating that the proposed method can provide a reliable prediction of absolute roughness in vegetated channels.
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Chapter 1

TURBULENT DISPERSION: HOW RESULTS FOR THE ZERO MOLECULAR DIFFUSIVITY CASE CAN BE USED IN THE REAL WORLD

NILS MOLE∗, PHILIP CHRISTOPHER CHATWIN† and PAUL J. SULLIVAN‡

We consider the dispersion of contaminants in turbulent flows at high Péclet number. Except at the smallest scales, molecular diffusion acts slowly by comparison with turbulent advection. Molecular diffusion is still important because it is the only means by which the concentration in a fluid particle can be changed. Exact solution of the full problem, including both turbulent advection and molecular diffusion, is not possible because of the well-known turbulence closure problem. But exact results for moments and the probability density function (pdf) of concentration can be derived for the hypothetical case of zero diffusivity. For high Péclet number these results can be expected to hold in certain ranges of space and time with only slight modification. We outline the results in the absence of molecular diffusion, and consider how the results for the moments can be modified to account for the presence of slowly acting diffusion. The model expressions for the moments involve the mean concentration, and a set of parameters which vary slowly with distance from the source, or with time since release. The corresponding form of the pdf is considered, and results for large concentrations are presented. It is shown that many of the results obtained with this approach agree well with experimental observations. Areas needing further work are also suggested.
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1. Introduction

We present a review of a novel approach to the modelling of turbulent dispersion which has been developed over the last twenty years or so. Rather than attempting to solve the Navier-Stokes and advection-diffusion equations for the full problem, or applying closures directly to those equations, this approach involves deriving exact results for the hypothetical case of no molecular diffusion, and then making physical arguments for how these results should be modified in the presence of diffusion.

Two fundamental physical processes govern the dispersion of a passive conserved scalar in a turbulent flow: advection by the turbulent velocity field, and molecular diffusion. The relative importance of these processes can be roughly quantified using the Péclet number $Pe = ul/\kappa$, where $u$ and $l$ are appropriate velocity and length scales for the turbulent fluctuations, and $\kappa$ is the molecular diffusivity. In most environmental and engineering applications the Péclet number is very large. In such cases turbulent advection acts on a much shorter timescale than molecular diffusion, the ratio of the timescales being given by $Pe^{-1}$ if the length scales for the velocity and concentration fields are comparable. Advection acts to stretch the scalar cloud or plume out into thin sheets and strands [4], as observed experimentally [2, 5–7]. Molecular diffusion is a much slower process, but it is nevertheless an important one, since it is the only means by which the scalar concentration in a fluid particle can be altered, and it limits the smallest scales which can be present in the scalar field. For Schmidt number $\nu/\kappa$ of order 1 or greater, where $\nu$ is the kinematic viscosity, this smallest scale is of the order of the conduction cut-off length $\lambda_c = (\nu\kappa^2/\epsilon)^{1/4}$ [8], where $\epsilon$ is the turbulent energy dissipation rate per unit mass. Molecular diffusion also has the effect of dissipating the variance and higher moments of the concentration [8–10].

Nevertheless, it seems likely that at high $Pe$, and for times $t$ and positions $x$ not too far from the source values, the effect of molecular diffusion can be described by appropriate modification of the results when there is

---

*For example, for heat, water vapour, carbon monoxide, methane or propane dispersing in air, $\kappa$ is of order $10^{-5}\, \text{m}^2\text{s}^{-1}$ [1–3], so even values as small as $u = 0.1\, \text{ms}^{-1}$ and $l = 0.1\, \text{m}$ would give $Pe$ of order $10^3$. For salt, methane, ethanol, toluene or urea dispersing in water, $\kappa$ is of order $10^{-9}\, \text{m}^2\text{s}^{-1}$, and for heat dispersing in water it is of order $10^{-7}\, \text{m}^2\text{s}^{-1}$. So even for scales as small as $u = 10^{-3}\, \text{ms}^{-1}$ and $l = 0.1\, \text{m}$ we would have $Pe$ of order $10^5$ and $10^3$, respectively. In many applications the typical velocity and length scales would be larger than the values given here, leading to even larger values of $Pe$. 

---
no molecular diffusion. This approach was initiated in [11], and taken further in many papers, especially [12–14]. This article is an appraisal of the present position.

In Sec 2 we derive results for the moments and probability density function (pdf) of concentration for the case of no molecular diffusion. In Sec 3 we show how the results for the moments can be modified to include the effects of diffusion, and in Sec 4 we discuss the implications for the pdf, including its behaviour at high concentrations. Finally, in Sec 5, we discuss the successful aspects of this approach, and suggest areas which require further work.

2. The case of no molecular diffusion

2.1. Uniform source

In [11] the following results for the case of no molecular diffusion and a uniform concentration source were derived. The only possible concentrations are then zero and the source concentration \( \theta_1 \). The pdf, \( p(\theta; x, t) \), of concentration \( \Gamma(x, t) \) is defined by

\[
p(\theta; x, t) = \frac{d}{d\theta} \text{Prob}(\Gamma(x, t) \leq \theta),
\]

and can then be written as

\[
p(\theta) = (1 - \pi) \delta(\theta) + \pi \delta(\theta - \theta_1),
\]

where \( \pi(x, t) \) is the probability that \( (x, t) \) is in fluid which originated in the source, and \( \delta \) is the Dirac delta-function. Note that \( \pi(x, t) \) is completely determined by the statistical properties of the turbulent velocity field.

The mean concentration \( C(x, t) = E\{\Gamma(x, t)\} \), where \( E\{\cdot\} \) denotes the expected value, or ensemble mean, is then given by

\[
C = (1 - \pi) \int \theta \delta(\theta) \, d\theta + \pi \int \theta \delta(\theta - \theta_1) \, d\theta = \pi \theta_1,
\]

and the \( n \)th central moment

\[
\mu_n(x, t) = E\{[\Gamma(x, t) - C(x, t)]^n\}
\]

is given by

\[
\mu_n = (1 - \pi) \int (\theta - C)^n \delta(\theta) \, d\theta + \pi \int (\theta - C)^n \delta(\theta - \theta_1) \, d\theta = (1 - \pi)(-C)^n + \pi (\theta_1 - C)^n.
\]
This can be rewritten, using Eq. (2), as
\[
\frac{\mu_n}{\theta_1^n} = C \left(1 - \frac{C}{\theta_1}\right)^n + (-1)^n \left(1 - \frac{C}{\theta_1}\right)^n \left(\frac{C}{\theta_1}\right)^n.
\] (3)

2.2. Non-uniform source

We now consider the more general case of random, non-uniform, source concentration. [15] included random, but stationary and homogeneous, source concentration, while [12] derived results for a non-random, spatially varying instantaneous source. Here we generalise to the case of random source concentration whose distribution may vary in space and time. A smokestack is a practical example of a case where the concentration of effluent at the source will be a random function of spatial position (within the stack exit cross-section) and of time. The development given below follows that of [12], but is applied to these more general source conditions.

Let the source concentration be \( \Gamma_S(x, t) \), with \( \Gamma_S \) random, and let the probability that fluid at \((x, t)\) came from a volume-time element \(dV(y)\) about the point \((y, \tau)\) be \(P(y, \tau; x, t)dV(y)d\tau\). Then the pdf of \(\Gamma(x, t)\) can be written as

\[
p(\theta; x, t) = \int_{\text{a.s.t.}} p_S(\theta; y, \tau) P(y, \tau; x, t) dV(y) d\tau,
\]

where \(\text{a.s.t.}\) denotes that the integration takes place over all space and for all times satisfying \(\tau \leq t\), and \(p_S(\theta)\) is the pdf of \(\Gamma_S\). This is essentially equation (10.5) of [16], applied to the pdf of concentration rather than to the concentration itself.

We assume that the source occupies a finite volume \(V_0\). Then

\[
p(\theta; x, t) = \int_{y \in V_0, \tau \leq t} \delta(\theta) P(y, \tau; x, t) dV(y) d\tau
\]
\[
+ \int_{y \in V_0, \tau \leq t} p_S(\theta; y, \tau) P(y, \tau; x, t) dV(y) d\tau
\]
\[
= [1 - \pi(x, t)] \delta(\theta) + \int_{y \in V_0, \tau \leq t} p_S(\theta; y, \tau) P(y, \tau; x, t) dV(y) d\tau,
\]

where

\[
\pi(x, t) = \int_{y \in V_0, \tau \leq t} P(y, \tau; x, t) dV(y) d\tau
\] (5)
is the probability that fluid at \((x,t)\) came from the source.

Far from the source, the initial location of a fluid particle within the source is “forgotten”. If we take the origin to be within \(V_0\), we then have

\[
P(y, \tau; x, t) \approx P(0, \tau; x, t)
\]

for \(y \in V_0\), and

\[
\pi(x, t) \approx V_0 \int_{\tau \leq t} P(0, \tau; x, t) \, d\tau.
\] (6)

This gives

\[
p(\theta; x, t) \approx [1 - \pi(x, t)] \delta(\theta) + \frac{\pi(x, t)}{V_0} \int_{y \in V_0} dV(y) \int_{\tau \leq t} d\tau P(0, \tau; x, t) p_S(\theta; y, \tau).
\] (7)

If \(p_S(\theta; y, \tau)\) does not depend on \(\tau\) then the time and space integrals decouple, and we are able to derive a result analogous to Eq. (1). This is the case if either (a) the source concentration distribution is stationary, or (b) the release is instantaneous. In both of these cases we find, using Eq. (6), that

\[
p(\theta; x, t) \approx [1 - \pi(x, t)] \delta(\theta) + \frac{\pi(x, t)}{V_0} \int_{y \in V_0} m_Sn(y) \, dV(y).
\] (8)

In this formulation, all \((x,t)\) dependence is accounted for by the variation of \(\pi(x, t)\). Thus, for a wide class of source conditions, very simple results can be derived in the zero molecular diffusivity case.

For a uniform source, \(p_S(\theta; y, \tau) = \delta(\theta - \theta_1)\) and Eq. (1) is recovered from Eq. (8). It can also be shown that Eq. (8) is consistent with results in [12, 15] – for details see Appendix A.

Here we consider the case of a random source concentration \(\Gamma_S(x, t)\) which varies in space and time, but has a pdf \(p_S\) which does not depend on time, so that Eq. (8) applies. The absolute moments \(m_n\) of \(\Gamma\) therefore satisfy

\[
m_n(x, t) = \int \theta^n p(\theta; x, t) \, d\theta = \frac{\pi(x, t)}{V_0} \int_{y \in V_0} m_{Sn}(y) \, dV(y),
\] (9)

where

\[
m_{Sn}(x) = \int \theta^n p_S(\theta; x) \, d\theta
\]
is the \( n \)th absolute moment of \( \Gamma_S(x, t) \). If we let the mean source concentration be \( \theta_1(x) = m_{S1}(x) \), then the mean concentration \( C(x, t) \) is given by

\[
C(x, t) = m_1(x, t) = \frac{\pi(x, t)}{V_0} \int_{y \in V_0} \theta_1(y) \, dV(y). \tag{10}
\]

Define the constant concentration scale \( \theta_0 \) by

\[
\theta_0 = \frac{\int_{y \in V_0} m_{S2}(y) \, dV(y)}{\int_{y \in V_0} \theta_1(y) \, dV(y)}. \tag{11}
\]

Then the central moments \( \mu_n = \mu_n(x, t) \) for \( n \geq 2 \) can easily be shown to be given by

\[
\begin{align*}
\mu_2(x, t) &= C(x, t) \{ \theta_0 - C(x, t) \} \\
\mu_3(x, t) &= C(x, t) \left\{ \lambda_2^2 \theta_0^2 - 3\theta_0 C(x, t) + 2C(x, t)^2 \right\} \\
\mu_4(x, t) &= C(x, t) \left\{ \lambda_3^2 \theta_0^3 - 4\lambda_2^2 \theta_0^2 C(x, t) + 6\theta_0 C(x, t)^2 - 3C(x, t)^3 \right\} \\
&\vdots
\end{align*}
\]

where the non-dimensional constants \( \lambda_n \) are defined for \( n \geq 3 \) by

\[
(\lambda_n \theta_0)^{n-1} = \frac{\int_{y \in V_0} m_{Sn}(y) \, dV(y)}{\int_{y \in V_0} \theta_1(y) \, dV(y)}. \tag{13}
\]

(Note that Eq. (11) and Eq. (13) for \( n = 2 \) are consistent with taking \( \lambda_2 = 1 \).) Apart from trivial changes of notation, Eq. (12) is the same as equation (10) of [12], and Eq. (13) is the generalisation of equation (11) of [12].

3. The effects of molecular diffusion

For the real case with molecular diffusion, we consider the analogue of Eq. (1) and Eq. (4). Suppose we let \( f_s(\theta; x, t) \) be the pdf of \( \Gamma(x, t) \) conditional on being in fluid that came from the source, and \( f_a(\theta; x, t) \) be the pdf of \( \Gamma(x, t) \) conditional on being in ambient fluid that did not come from
the source. As outlined by [15], it follows from the law of total probability
that for any source the pdf of concentration can then be written as
\[
p(\theta; x, t) = \pi(x, t)f_s(\theta; x, t) + \{1 - \pi(x, t)\} f_a(\theta; x, t),
\]
where \(\pi(x, t)\), as before, is the probability that fluid at \((x, t)\) came from the
source. This probability is not affected by molecular diffusion, but depends
only on the velocity field, so Eq. (5) still applies.

3.1. Intermittency

In turbulent dispersion applications the concept of intermittency is used
by many authors\(^b\). The aim is to characterise the contrast between con-
centrations close to zero (found mainly in ambient, non-source, fluid) and
relatively large concentrations (which can often be many standard devi-
ations larger than the mean) found mainly in fluid originating from the
source. Such authors usually define intermittency to be the probability of
non-zero concentration (see, for example, [17]). There are two problems
associated with this definition. Firstly, [15] pointed out that the solution
of the advection-diffusion equation for \(\Gamma\) will have non-zero values for all \(x\)
for all times after release, so this definition of intermittency would strictly
give a value of 1 everywhere. Secondly, small measured concentrations will
be contaminated with noise. The most usual methods for dealing with this
have been the use of a threshold, or the fitting of a Gaussian distribu-
tion to small concentrations. The measured value of intermittency depends
strongly on the arbitrary choice of threshold, or on the method chosen to
fit the Gaussian.

[15] proposed instead that intermittency be defined as \(\pi(x, t)\), the prob-
ability that fluid at \((x, t)\) comes from the source. Intermittency is then well-
deﬁned, and conveys valuable information about the effect of the velocity
field. To measure \(\pi\) experimentally one can make the reasonable assump-
tion that the mean concentration is little affected by molecular diffusion.
Eq. (10) then gives
\[
\pi(x, t) \approx \frac{V_0 C(x, t)}{\int_{y \in V_0} \theta_1(y) \, dV(y)}.
\]
\(^b\)In the theory of turbulence itself, “intermittency” is used in a different sense, to denote
the spatial patchiness of dissipation.
This is consistent with equation (15) of [12], which applies to a homogeneous source for which \( \theta_1(x) \) is a constant. A practical advantage of this (albeit approximate) method of estimating the intermittency \( \pi(x, t) \) is that it will be little affected by measurement errors associated with noise and/or lack of resolution.

### 3.2. Concentration moments

[11] argued that, since molecular diffusion is a slow process, the structure of the moments will be close to that in the absence of molecular diffusion. They proposed that for self-similar dispersion in stationary turbulent flows, downwind of a uniform source Eq. (3) could be modified in two ways to take account of the effect of molecular diffusion.

Firstly, they replaced the constant source concentration \( \theta_1 \) by a representative local value \( \alpha C_0 \), where \( \alpha \) is a constant and \( C_0 \) is the mean concentration on the plume centreline for a steady release (or at the cloud centre for an instantaneous release [12]). Secondly, constants of proportionality were introduced to take account of dissipation of concentration moments and of the increased background concentration resulting from diffusion out of the sheets and strands of source fluid with high concentrations:

\[
\frac{\mu_n}{(\alpha C_0)^n} = \beta^n \left\{ \hat{C}(1 - \hat{C})^n + (-1)^n(1 - \hat{C})\hat{C}^n \right\},
\]

where \( \hat{C} = \frac{C}{\alpha C_0} \).

(Note that [11] used \( \beta^{1/2} \) where we use \( \beta \) in Eq. (16), i.e. we follow the more convenient usage of [12].) Because of dissipation, \( \beta \) would be expected to be less than or equal to 1 and, to avoid negative variance, we need \( \alpha \geq 1 \). [11] found that observations from a number of experiments could be fitted well by Eq. (16) with a constant value of \( \alpha \), and \( \beta \) approximately constant in the crosswind direction.

Normalised moments, in particular the skewness \( K_3 \), kurtosis \( K_4 \) and higher order equivalents \( K_n \), defined by

\[
K_n = \frac{\mu_n}{\mu_2^{n/2}} \quad \text{for} \quad n = 3, 4, \ldots,
\]

are useful in many contexts. [13] showed that Eq. (16) implies that

\[
\begin{align*}
K_4 &= K_3^2 + 1 \\
K_5 &= K_3^3 + 2K_3,
\end{align*}
\]
and gave a general expression for $K_n$ as a function of $K_3$. Analysis of experimental data from a steady release close to the ground in the field suggested that Eq. (18) ought to be replaced by

\[
\begin{align*}
K_4 &= a_4 K_3^2 + b_4 \\
K_5 &= a_5 K_3^3 + b_5 K_3,
\end{align*}
\]

(19)

where $a_4$, $b_4$, $a_5$ and $b_5$ are constants. Eq. (19) has been shown to be a good approximation in a variety of experiments, including plumes in atmospheric boundary layers under various stability classes [13, 18], clouds in the wind tunnel with varying density and with different forms of fence [19], and plumes in wind tunnels [20, 21]. Figure 1 shows an example for the steady line source, grid turbulence, releases of [22], which were analysed further by [12].

Fig. 1. An example of the fit of Eq. (19) to data from the steady line source, grid turbulence, releases of [22] at downwind distance 50 mm from the source. The fitted values are $a_4 = 1.161$, $b_4 = 2.025$, $a_5 = 1.485$, and $b_5 = 5.647$. The squares are the measured values, and the solid curves are the fits of Eq. (19). (a) Kurtosis $K_4$ against skewness $K_3$, (b) $K_5$ against $K_3$. The dashed curves show the relationships given by Eq. (18).

[12] argued that Eq. (16) would describe the lateral moment structure, with $\alpha$ and $\beta$ varying with time for an instantaneous release, or with downwind distance for a steady release. For the case of non-uniform source concentration they applied the same argument that led to Eq. (12), to
obtain

\[
\begin{align*}
\frac{\mu^2}{(\alpha \beta C_0)^2} &= \hat{C}(1 - \hat{C}) \\
\frac{\mu^3}{(\alpha \beta C_0)^3} &= \hat{C} \left( \lambda^2 + 3\hat{C} - 2\hat{C}^2 \right) \\
\frac{\mu^4}{(\alpha \beta C_0)^4} &= \hat{C} \left( -3\lambda^3 + 6\hat{C}^2 - 3\hat{C}^3 \right) \\
&\vdots
\end{align*}
\]

(20)

for some parameters \(\lambda_3, \lambda_4, \ldots\). If \(\lambda_n = 1\) for all \(n\) then Eq. (20) reduces to the uniform source case Eq. (16). Since we expect a non-uniform source to increase the spread of concentration values by comparison with a uniform source, and since \(\hat{C} \leq 1\), we expect \(\lambda_n \geq 1\) in general. This is supported by the fitted values given in Table 1 of [21]. The \(\lambda_n\) would be expected to vary in time for an instantaneous release, or with downwind distance for a steady release, in the same way as for \(\alpha\) and \(\beta\). [12] fitted these parameters to data from a steady line source experiment in wind tunnel grid turbulence [22], finding that they varied very slowly with downwind distance (see Table 1 of [21]). We would also expect the parameters \(a_4, b_4, a_5, b_5\) and higher order equivalents to be approximately constant in the crosswind direction, but to vary slowly with time or downwind distance. This has been confirmed for the experiments of [22] by [20, 21]. [20] also showed that the expression for \(K_4\) in Eq. (19) followed approximately from Eq. (20). The relationships between the moments proposed by [11, 12] have been found to agree reasonably well with measurements from a range of experiments, including jets, wakes, plumes, uniformly sheared flow and buoyant jets [11, 12, 23, 24]. Figure 2 shows an example from the steady line source releases of [22].

[14] argued that \(\beta\) is mainly a measure of the dissipation accomplished by molecular diffusion, so that \(\beta\) tends to zero in the limit of large diffusion time. Therefore \(\beta\) would not be expected to be constant across the whole plume cross-section. Any source material arriving far from the centreline will have taken a long time to get there, because of the large distance involved. So it will have been acted on by diffusion for a long time, implying that \(\beta\) tends to zero far from the centreline. But the distance from the centreline at which \(\beta\) becomes small compared with its centreline value will be much greater than the downwind distance from the source and, hence, the plume width, which is the distance at which \(C\) becomes small. Where \(C\) is very small, it is usually difficult to obtain reliable measurements, so we
Fig. 2. Fits of Eq. (20) to data from [22] at 50 mm downwind of the source. The fitted values are $\alpha = 1.729$, $\beta = 0.871$, $\lambda^2 = 1.161$ and $\lambda^3 = 1.511$. The horizontal axis is the distance $Z$ from the mean plume centreline divided by the mean plume width $L$. The squares are the measurements, and the curves are the fits. (a) Gaussian fit to $C/C_0$, (b) Second moment $\mu_2/C_0^2$, (c) Third moment $\mu_3/C_0^3$, (d) Fourth moment $\mu_4/C_0^4$.

expect measured values of $\beta$ to be approximately constant in the crosswind direction over the range of distances for which measurements are usually made, consistent with the results described above.

The successful agreement of Eq. (19) and Eq. (20) with data from a wide variety of experiments encourages us to develop the argument further, especially to the pdf itself.

4. The probability density function of concentration

4.1. The overall pdf

The pdf is the principal function describing the distribution of concentration in turbulent diffusion. This fact is now, but belatedly, well recognised (and there is also recognition that, in itself, the mean concentration is of little value, theoretically and practically). The pdf is also practically important; for example, if the lower and upper flammable limits of a flammable gas
are \( \theta_L \) and \( \theta_U \), the probability that the mixture at \((x, t)\) is flammable is

\[
\int_{\theta_L}^{\theta_U} p(\theta; x, t) \, d\theta.
\]

Many other examples can be given.

For a uniform source the exact pdf of concentration in the absence of molecular diffusion is given by Eq. (1), and consists of delta-functions located at zero concentration (corresponding to non-source fluid), and at the source concentration \( \theta_1 \). The corresponding model moments when diffusion is included, given by Eq. (16), satisfy the first of Eq. (18). But the theory of probability distributions shows that this implies that the pdf must consist of two delta-functions (see, for example, the appendix of [13]). [24, 25] showed that this pdf, with moments given by Eq. (16), is

\[
p(\theta) = (1 - \hat{C})\delta(\theta - \theta_{\text{min}}) + \hat{C}\delta(\theta - \theta_{\text{max}}),
\]

where

\[
\theta_{\text{min}} = (1 - \beta)C \geq 0 \quad \text{and} \quad \theta_{\text{max}} = (1 - \beta)C + \alpha\beta C_0 \leq \alpha C_0,
\]

with equality in both cases when \( \beta = 1 \), which corresponds to being at the source, where we also have \( \alpha = 1 \) and \( C_0 = \theta_1 \). In the absence of diffusion, \( \alpha C_0 = \theta_1 \), \( \hat{C} = C/\theta_1 = \pi \) and \( \beta = 1 \), so Eq. (1) is recovered. (It takes some time for the cumulative effects of molecular diffusion to become important, so at small times after release, or at small downwind distances from the source, the \( \kappa = 0 \) results will still give a good approximation.)

This model captures the effect of molecular diffusion in reducing the largest concentrations and increasing the smallest concentrations. Since it only has two possible concentrations, \( \theta_{\text{min}} \) and \( \theta_{\text{max}} \), it fails to represent the continuous distribution of concentrations in real turbulent dispersion. However, Eq. (21) can give a good indication of the structure of the real pdf. [24, 25] analysed experimental data for line and point sources in grid turbulence, and for a buoyant jet in a boundary-layer cross flow, and showed that in cases when the pdf had 2 peaks, the location and height of the peaks corresponded quite well to the location and size of the delta-functions in Eq. (21).

If we non-dimensionalise the concentration by \( \hat{\Gamma} = \Gamma/(\alpha\beta C_0) \) then we can rewrite Eq. (21) for a uniform source as

\[
\hat{p}(\hat{\theta}) = (1 - \hat{C})\delta(\hat{\theta} - D) + \hat{C}\delta(\hat{\theta} - D - 1),
\]
where \( \hat{p} \) is the pdf of \( \hat{\Gamma} \) and
\[
D = \left( \frac{1}{\beta} - 1 \right) \hat{C}.
\]

For a non-uniform source we can write the pdf corresponding to the moments Eq. (20), and analogous to Eq. (23), in the form
\[
\hat{p}(\hat{\theta}) = \hat{p}_D(\hat{\theta} - D),
\]
where \( \hat{p}_D(\hat{\theta}) \) is a pdf with mean \( \hat{C} \), second absolute moment \( \hat{\lambda}_2^{0-1}\hat{C} \) for \( n = 3, 4, \ldots \) (these results are a consequence of the choice of \( \theta_0 \) in Eq. (11)). Details of the derivation of these results are given in Appendix B. At first sight it might appear that \( \hat{p}_D \) should be given by the appropriately normalised version of \( p \) in Eq. (8). In that case the normalisation \( \hat{\theta} = \theta/\theta_0 \) and \( \hat{C} = C/\theta_0 \) gives first and second absolute moments equal to \( \hat{\lambda}_2^{0-1}\hat{C} \). But this is inconsistent with our present normalisation, which is \( \hat{\theta} = \theta/(\alpha\beta C_0) \), and \( \hat{C} = C/(\alpha C_0) \). This means that, in general, \( \hat{p}_D \) cannot be obtained from Eq. (8).

If \( \lambda_n^{0} = 1 \) for all \( n \), then \( \hat{p}_D(\hat{\theta} - D) = (1-\hat{C})\delta(\hat{\theta} - D) + \hat{C}\delta(\hat{\theta} - D - 1) \) and Eq. (23) is recovered. Given the dependence of the moments of \( \hat{p}_D \) on \( \hat{C} \), it would be natural to look for a general solution in the form \( \hat{p}_D(\hat{\theta} - D) = (1-\hat{C})\delta(\hat{\theta} - D) + \hat{C}\hat{f}(\hat{\theta} - D) \) for some pdf \( \hat{f} \), so that \( \hat{C} \) was scaled out of the moments. Thus \( \hat{f} \) would have first and second absolute moments equal to 1, and higher moments equal to \( \lambda_n^{0-1} \). However, this gives zero variance for \( \hat{f} \), so \( \hat{f} \) would have to be a single delta-function, and this form is only possible if \( \lambda_n^{0} = 1 \) for all \( n \), i.e. the uniform source case. The fitted values of \( \lambda_n^{0} \) in [12, 21] are close to 1, so we would expect \( \hat{p}_D \) to be bimodal, with molecular diffusion having the effect of smoothing out the delta-functions of the no-diffusion case.

### 4.2. Large concentrations

For a general, non-uniform, source, while we are unable to produce a simple exact closed form expression for \( \hat{p}_D \), and hence for \( \hat{p} \) or \( p \), there are some questions of practical interest for which we do not need this. One such is applications to toxic and malodorous gases where we want to know the distribution of large concentration values, but we do not necessarily need to know the form of the distribution for smaller concentrations.

Statistical extreme value theory provides a framework for analysing the distribution of large concentration values. Of particular use is the work
of [26] on values above a high threshold. Let \( P_c(\theta; \theta_T) \) be the distribution function of the concentration \( \Gamma \), conditional on \( \Gamma \) being greater than a threshold \( \theta_T \), i.e.

\[
P_c(\theta; \theta_T) = \text{Prob}(\Gamma < \theta | \Gamma > \theta_T) = \frac{\int_{\theta_T}^{\theta} p(\phi) \, d\phi}{1 - \int_{0}^{\theta_T} p(\phi) \, d\phi} \quad \text{for} \, \theta \geq \theta_T.
\]

The pdf \( p_c(\theta; \theta_T) \) of \( \Gamma \), conditional on \( \Gamma > \theta_T \), is then

\[
p_c(\theta; \theta_T) = \frac{d}{d\theta} P_c(\theta; \theta_T) = \frac{p(\theta)}{1 - \int_{0}^{\theta_T} p(\phi) \, d\phi} \quad \text{for} \, \theta \geq \theta_T.
\]

For large \( \theta_T \), [26] showed that, subject to some conditions which are satisfied in most cases,

\[
p_c(\theta; \theta_T) \approx g(\theta - \theta_T; k, a), \tag{24}
\]

where \( g(\theta; k, a) \) is the pdf of the generalised Pareto distribution (GPD) and is given by

\[
g(\theta; k, a) = \frac{1}{a} \left( 1 - \frac{k\theta}{a} \right)^{1/k-1}. \tag{25}
\]

Here \( k \) is the shape parameter and \( a (> 0) \) is the scale parameter. In the present application the maximum possible concentration \( \theta_{\text{max}} \) is finite (less than or equal to the largest possible source concentration), in which case we expect \( k > 0 \) so that \( g(\theta; k, a) \) has a finite upper endpoint \( a/k \). We then have

\[
\theta_{\text{max}} = \theta_T + \frac{a}{k}. \tag{26}
\]

It is straightforward to show from Eq. (25) that increasing the threshold \( \theta_T \) does not change the form of the asymptotic distribution nor the value of the shape parameter \( k \), but does change the value of the scale parameter \( a \). Eq. (26) shows that this change can be calculated by \( \Delta a = -k\Delta \theta_T \), where \( \Delta a \) and \( \Delta \theta_T \) are the changes in \( a \) and \( \theta_T \). Thus a higher threshold gives a smaller value of the scale parameter.

The standard statistical approach is to fit Eq. (25) to excesses over a high threshold, using maximum likelihood (for examples of applications to turbulent dispersion see [27–30]). This does not, however, lend itself to modelling based on expressions for concentration moments, like Eq. (20). [14] presented an alternative method, which allows \( k \), \( a \) and, hence, \( \theta_{\text{max}} \) to be derived from the moments. In [14] the overall pdf was expressed as

\[
p(\theta) = (1 - \eta)f(\theta) + \eta g(\theta; k, a),
\]
for some function \( f \) and parameter \( \eta (>0) \), with \( f \) assumed to make a negligible contribution for large \( \theta \). The upper endpoint of the distribution given by \( p(\theta) \) is then \( a/k \), so

\[
\theta_{\text{max}} = \frac{a}{k}.
\]

If \( p(\theta) \approx \eta g(\theta; k, a) \) for all \( \theta \) above some threshold \( \theta_T \), then it is straightforward to show that

\[
p_c(\theta; \theta_T) \approx \left(1 - \frac{k\theta}{a}\right)^{1/k-1} g(\theta - \theta_T; k, a - k\theta_T) \quad \text{for } \theta \geq \theta_T,
\]

consistent with Eq. (24). [14] found for a line source experiment that the upper 50\% or more of the concentration range is well-approximated by the GPD.

For large \( n \), the absolute moment \( m_n \) could be expected to be dominated by the contribution from large concentrations, so that

\[
m_n \approx \eta \int_0^{\theta_{\text{max}}} \theta^n g(\theta; k, a) \, d\theta.
\]

[27] showed that this implied that, for sufficiently large \( n \),

\[
\frac{m_{n-1}}{m_n} \approx \frac{1}{a} \left( \frac{1}{n} \right) + \frac{k}{a}.
\]

Thus, the parameters \( k \) and \( a \) can be identified from the linear relationship between the ratio of successive moments, \( m_{n-1}/m_n \), and \( 1/n \). This method shares with the standard statistical approach the advantage that the fits are hardly affected by baseline and/or noise problems at low measured concentrations. It also has the advantage that it can be used when only moments are known, as in the model described in Sec. 3.2. Figure 3 shows examples of some fits of the GPD to concentration tails, carried out in this way, for the data of [22].

[14] also considered the behaviour in Eq. (20) far from the plume centreline, for a steady line source release (the same arguments would also apply for a steady point source). They deduced that

\[
\lambda_n^{-1} = a_n \lambda_3^{2(\alpha-2)},
\]

where the \( a_n \) are defined by Eq. (19). By combining this result with Eq. (28) far from the centreline, they derived the relationship

\[
\frac{a_{n-1}}{a_n} = \frac{r}{1} \left\{ 1 - \frac{20}{n} \left( \frac{a_4^2 - a_5}{5a_4^2 - 4a_5} \right) \right\},
\]

consistent with Eq. (24). [14] found for a line source experiment that the upper 50\% or more of the concentration range is well-approximated by the GPD.
Fig. 3. Examples of the measured pdf of $\theta/C_0$ (points), and GPD (curves) for fitted $k$ and $a$ values, for the data of [22]. The right-hand panels show blow-ups of the tails. $X$ is the downwind distance from the source.

where

$$r = \frac{a_4 a_5}{3a_4^4 - 4a_5},$$

and also showed that

$$\frac{\theta_{\text{max}}}{C_0} \approx \alpha \left\{ \beta \lambda_5^2 r + (1 - \beta) \hat{C} \right\} = \alpha \beta (\lambda_5^2 r + D). \quad (31)$$

Note that for a uniform source we have $\lambda_n = 1$ and $a_n = 1$ so that, as desired, Eq. (31) reduces to Eq. (22). Equation (31) has strictly only been shown to be valid far from the centreline, i.e. as $\hat{C} \to 0$, but since $\alpha$, $\beta$, $\lambda_3$, $a_4$ and $a_5$ are expected to be roughly constant over the distances over which $\hat{C}$ becomes small, it seems likely that Eq. (31) can also be applied near the centreline. The results of [14] support this.

Equation (31) suggests that as we go very far from the centreline, ultimately $\theta_{\text{max}}/C_0 \to 0$, since we expect that $\beta \to 0$ in that limit. Since, as noted earlier, $\beta \to 0$ more slowly than $\hat{C}$, being controlled by diffusion rather than advection, the first term in Eq. (31) will give the leading or-
Fig. 4. Downwind variation of $\theta_{\text{max}}/C_0$ for the data of [22]. $X$ is the downwind distance from the source. The crosses are the model values calculated from Eq. (31); the squares are calculated directly from the measurements by least-squares fits to the moment ratios for $n = 4$ to $n = 8$; and the triangles are calculated directly from the measurements by a linear fit to the moment ratios for $n = 7$ and $n = 8$.

The crosses are the model values calculated from Eq. (31); the squares are calculated directly from the measurements by least-squares fits to the moment ratios for $n = 4$ to $n = 8$; and the triangles are calculated directly from the measurements by a linear fit to the moment ratios for $n = 7$ and $n = 8$. The model values are larger than the direct estimates, and are not shown at the furthest downwind distances (where they become unreliable, because the denominator in $r$ becomes close to zero). The direct estimate using only $n = 7$ and $n = 8$ is a little larger than that using $n = 4$ to $n = 8$, suggesting that $n$ is not yet large enough to have attained the asymptotic result Eq. (27), and that $\theta_{\text{max}}/C_0$ may well be underestimated. So the model may be in better agreement with the true values of $\theta_{\text{max}}/C_0$ than indicated by this figure.

Given the difficulty of making accurate estimates of the upper endpoint
of a distribution, the degree of agreement here is very promising. Further investigation into the optimal fitting of Eq. (28) is required, and also of the standard errors and biases of the estimates.

5. Discussion

The models described here were derived by considering the hypothetical case of no molecular diffusion, for which many exact results can be obtained, and then taking account of the physical effects of molecular diffusion. These models have proved highly successful at reproducing a number of aspects of turbulent dispersion, thus allowing results for the zero molecular diffusivity case to be used in the real world.

The models, given by Eq. (16) and Eq. (20), for the crosswind variation of concentration moments have been shown to fit experimental data very well. For example, excellent fits were found by [11] for point, jet and wall sources in boundary layers and grid turbulence, and by [12] for a line source in grid turbulence. One feature of the latter experiment which is captured particularly well is the downwind evolution of the cross-plume structure of the variance. Near the source the variance is bimodal (corresponding to $\alpha < 2$), with peaks located symmetrically about the mean plume centre-line. Further downwind the variance becomes unimodal (corresponding to $\alpha > 2$), with a single peak on the centreline, and far downwind it becomes bimodal again. The relationship between skewness and kurtosis (and also higher order equivalents), given by Eq. (19), approximates a variety of experiments well, including steady sources and clouds, and cases with and without fences (further details were given in Sec. 3.2). The most recent work, in [14], shows very promising results when these models are extended to tackle the highly challenging problem of large concentrations, in particular that of estimating the largest possible concentration.

There are a number of pieces of work which would improve these models and make them even more useful for real world problems. The first is to develop better models for the evolution (with time since release or with distance from the source) of the parameters involved in the models. This will require further investigation of suitable closure schemes, similar to those discussed by [31–35]. The second is to carry out a thorough analysis of the moment-based method (i.e. that using Eq. (28)) for fitting the generalised Pareto distribution (GPD) for large concentrations. This will aim to answer questions about the optimum choice of moments to use, and about biases and standard errors of the resulting estimates. Finally, further work on
identifying the form of the pdf $\tilde{p}$ corresponding to the moments Eq. (20) would give valuable insight into the underlying structure of the model.
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Appendix A.

We show here that Eq. (8) is consistent with the results obtained previously by [12, 15].

In [15] it was assumed that the source was stationary and homogeneous, i.e. that the probability distribution of the source concentration $\Gamma_S(x, t)$ was independent of $x$ and $t$. This case corresponds to applying Eq. (8) with $p_S(\theta; y) = p_S(\theta)$. Thus

$$\int_{y \in V_0} d y p_S(\theta; y) = V_0 p_S(\theta),$$

so Eq. (8) becomes

$$p(\theta; x, t) \approx [1 - \pi(x, t)] \delta(\theta) + \pi(x, t) p_S(\theta),$$

which is equation (14) of [15].

In [12] it was assumed that the release occurred instantaneously at $t = 0$, with spatially-varying but non-random concentration $\Gamma_S(x)$. This corresponds to taking $p_S(\theta; y) = \delta(\theta - \Gamma_S(y))$, so that Eq. (8) immediately gives equation (8) of [12].

Appendix B.

Let us define a pdf $q(\hat{\theta})$ for $0 \leq \hat{\theta} \leq \infty$ by $q(\hat{\theta}) = \hat{p}_D(\hat{\theta} - D)$, where $D = \left(\frac{1}{\beta} - 1\right) \hat{C}$ and $\hat{p}_D(\hat{\theta})$ has mean $\hat{C}$, second absolute moment $\hat{C}$, and $n$th absolute moment $\lambda_n^{\text{abs}} \hat{C}$ for $n = 2, 3, \ldots$. Let $q(\hat{\theta})$ have mean $\mu_q$, and $n$th central moment $\mu_{qn}$ for $n = 2, 3, \ldots$. Then

$$\mu_q = \hat{C} + D = \frac{1}{\beta} \hat{C} = \frac{C}{\alpha \beta C_0} \mu_{qn}.$$
and
\[
\mu_{qn} = \int_0^\infty \left( \tilde{\theta} - \mu_q \right)^n q(\tilde{\theta}) d\tilde{\theta} = \int_{-D}^\infty \left( s - \tilde{C} \right)^n \tilde{p}_D(s) ds
\]
\[
= \sum_{i=0}^n \binom{n}{i} (-\tilde{C})^{n-i} \tilde{m}_{iD},
\]
where \(\tilde{m}_{iD}\) is the \(i\)th absolute moment of \(\tilde{p}_D(\tilde{\theta})\).
Thus we have
\[
\mu_{q2} = \tilde{C}(1 - \tilde{C}),
\]
and for \(n \geq 3\)
\[
\mu_{qn} = \tilde{C} \left\{ (n-1)(-\tilde{C})^{n-1} + \binom{n}{2} (-\tilde{C})^{n-2} + \sum_{i=3}^n \binom{n}{i} \lambda_i^{-1} (-\tilde{C})^{n-i} \right\}.
\]
Thus the central moments of \(q(\tilde{\theta})\) are just the right-hand sides of Eq. (20). The left-hand sides of Eq. (20) are the central moments of \(\tilde{p}(\tilde{\theta})\) (since the normalisation is \(\tilde{\Gamma} = \Gamma / (\alpha \beta C_0)\)). Since \(\tilde{p}(\tilde{\theta})\) also has mean \(C / (\alpha \beta C_0) = \mu_q\), we can identify \(\tilde{p}\) with \(q\), and hence obtain
\[
\tilde{p}(\tilde{\theta}) = \tilde{p}_D(\tilde{\theta} - D).
\]
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The field of environmental sciences is abundant with various interfaces and is the right place for the application of new fundamental approaches leading towards a better understanding of environmental phenomena. For example, following the definition of environmental interface by Mihailovic and Balaz [23], such interface can be placed between: human or animal bodies and surrounding air, aquatic species and water and air around them, and natural or artificially built surfaces (vegetation, ice, snow, barren soil, water, urban communities) and the atmosphere. Complex environmental interface systems are open and hierarchically organised, interactions between their constituent parts are nonlinear, and the interaction with the surrounding environment is noisy. These systems are therefore very sensitive to initial conditions, deterministic external perturbations and random fluctuations always present in nature. The study of noisy non-equilibrium processes is fundamental for modelling the dynamics of environmental interface systems and for understanding the mechanisms of spatio-temporal pattern formation in contemporary environmental sciences, particularly in environmental fluid mechanics. In modelling complex biophysical systems one of the main tasks is to successfully create an operative interface with the external environment. It should provide a robust and prompt translation of the vast diversity of external physical and/or chemical changes into a set of signals, which are “understandable” for an organism. Although the establishment of organisation in any system is of crucial importance for its functioning, it should not be forgotten that in biophysical systems we deal with real-life problems where a number of other conditions should be reached in order to put the system to work. One of them is the proper supply of the system by the energy. Therefore, we will investigate an aspect of dynamics of energy flow based on the energy balance equation. The energy as well as the exchange of biological, chemical and other physical quantities between interacting environmental interfaces can be represented by coupled maps. In this chapter we will address only two illustrative issues important for the modelling of interacting environmental interfaces regarded as complex systems. These are (i) use of algebra for modelling the autonomous establishment of local hierarchies in biophysical systems and (ii) numerical investigation of coupled maps representing exchange of energy, chemical and other relevant biophysical quantities between biophysical entities in their surrounding environment.
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1. Introduction

The field of environmental sciences is abundant with various interfaces and is the right place for the application of new fundamental approaches leading towards a better understanding of environmental phenomena. We defined the environmental interface as an interface between two either abiotic or biotic environments which are in relative motion exchanging energy through biophysical and chemical processes and fluctuating temporally and spatially regardless of its space and time scale [23]. This definition broadly covers the unavoidable multidisciplinary approach in environmental sciences and also includes the traditional approaches in sciences that deal with environmental space. The environmental interface as a complex system is a suitable area for the occurrence of irregularities in temporal variations of some physical or biological quantities describing their interactions [28] [30] [33]. For example, such interface can be placed between: human or animal bodies and surrounding air, aquatic species and water and air around them, and natural or artificially built surfaces (vegetation, ice, snow, barren soil, water, urban communities) and the atmosphere. The environmental interface of different media was considered in different contexts [11] [18] [26] [27]. Complex environmental interface systems are open and hierarchically organised and interactions between their parts are nonlinear, while their interaction with the surrounding environment is noisy. These systems are therefore very sensitive to initial conditions, deterministic external perturbations and random fluctuations always present in nature. The study of noisy non-equilibrium processes is fundamental for (i) modelling the dynamics of environmental interface systems and (ii) understanding the mechanisms of spatio-temporal pattern formation in contemporary environmental sciences, particularly in environmental fluid mechanics [8]. Recently, considerable effort has been invested to develop an understanding of how different fluctuations arise from the interplay of noise, forcing, and nonlinear dynamics. The understanding of complexity in the framework of environmental interface systems may be enhanced by starting from the so-called simple systems in order to catch the phenomena of interest and then adding details that introduce complexity at many levels. In general, the effects of small perturbations and noise, which is ubiquitous in real systems, can be quite difficult to predict and can often yield counterintuitive behaviour. Even low-dimensional systems exhibit a huge variety of noise-driven phenomena, ranging
from a less ordered to a more ordered system dynamics. Before proceeding further, several terms require detailed clarification. The term complex system we use in Rosen’s sense [28] as explicated in the comment by Colier [6]: “In Rosen’s sense a complex system cannot be decomposed non-trivially into a set of parts for which it is the logical sum. Rosen’s modelling relation requires this. Other notions of modelling would allow complete models of Rosen style complex systems, but the models would have to be what Rosen calls analytic, that is, they would have to be a logical product. Autonomous systems must be complex. Other types of systems may be complex, and some may go in and out of complex phases”. Also, the term complexity can entail a lot of ambiguities, since there is a great variety of its uses. Sometimes [e.g., 28] it just refers to systems that cannot be modelled precisely in all respects. However, following [2], the term “complexity” has three levels of meaning: (a) there is self-organization and emergence in complex systems [9], (b) complex systems are not organized centrally but in a distributed manner—there are many connections between the system’s parts [9] [17] and (c) it is difficult to model complex systems and to predict their behaviour, even if one knows to a large extent the parts of such systems and the connections between the parts [9] [12].

In the past years the study of deterministic mathematical models of environmental systems has clearly revealed a large variety of phenomena, ranging from deterministic chaos to the presence of spatial organization. The chaos in higher dimensional system is one of the focal subjects of physics today. Along with the approach starting from modelling physical systems with many degrees of freedom, there emerged a new approach, developed by Kaneko [16], to couple many one-dimensional maps to study the behaviour of the system as a whole. However, this model can only be applied to study the dynamics of a single medium such as the pattern formation in a fluid. What happens if two media border on each other like environmental interface? One may naturally lead to the model of coupled logistic maps with different logistic parameters. Even two logistic maps coupled to each other may serve as the dynamical model of driven coupled oscillators [21]. It has been found that two coupled identical maps possess several characteristic features which are typical of higher dimensional chaos. This model of coupling can be applied, for example, on the modelling of energy exchange between two interacting environmental interfaces [22]. In modelling the processes on environmental interfaces we should keep in mind that in such interacting biophysical systems hierarchical relations are
always established. Practically it means that we cannot directly compare interactions from different hierarchical levels. Their mutual relations are always mediated through particular segments of underlying processes, which serve as inputs/outputs of functional regulations. In order to formally represent this, we cannot use standard tools from mathematical analysis. Instead we need to use a more general algebraic approach under which we can construct subsystems with different local rules [4].

In this chapter we will address only two illustrative issues important for the modelling of interacting environmental interfaces regarded as complex systems. These are (i) use of algebra for modelling the autonomous establishment of local hierarchies in biophysical systems and (ii) numerical investigation of coupled maps representing (ii-a) an approach in analysis of the energy balance equation for environmental interface and energy exchange between interacting environmental interfaces and (ii-b) substance exchange between biophysical entities in their surrounding environment.

2. Algebraic Representation of Local Hierarchies in Biophysical Systems

As it has already been implied, one of the pillars of establishing and maintaining functionality in biophysical systems is the successful formation of an operative interface with the external environment. It should provide a robust and prompt translation of the vast diversity of external physical and/or chemical changes into a set of signals that are “understandable” for the system [1] [19]. Through physiological processes, such signals are then processed, resulting in the activation of adaptive reactions to observed changes. However, the process of creating understandable signals from raw environmental material is far from simple and unambiguous. There have been several attempts to analyse it, either from a wider perspective, by developing the general theory of signs by C.S. Peirce [for an overview see: 3], or from more particular perspectives, taking human language [29] and animal communication [13] as focal points. Although they provide us with some very useful concepts and make a solid path for further investigations, these attempts are primarily developed as philosophical considerations and as such have to be further operationalised for our present purpose. Therefore, in this chapter we will take the most general concepts developed in the aforementioned literature and we will postulate them as starting points for our investigation, where: (i) each individual is considered as an
observer who resides within some environment and (ii) observation is an act of assimilating a segment of external changes with the appropriate set of internal operations in order to produce a reaction. Therefore, we can state that we see the outside world, i.e. the world of phenomena (ambience), from the observer’s perspective (the inner world). In the ambience, there are systems of different levels of complexity and their environments. The system in the ambience is a collection of perceptions, while whatever lies outside, like the component of a set, constitutes the environment [28] [31]. The fate of science lies in the fact that it is focused on the system [28]. Furthermore, the system is described by states (determined by observations), while the environment is characterized through its effects on the system. Moreover, all of these concepts (system, state, effect), when taken in biological context, presuppose the establishment of hierarchies between interacting parts. Therefore, our goal is to construct a formal system where hierarchical levels can be formed by the system itself without explicit action of some external agent (e.g. modeller, controller…). Beyond the existence of explicit regulative mechanisms, the preconditions for performing such a task are: (i) decomposition of the system’s process(es) into n subprocesses, where the performance of each subprocess can be influenced by other systemic elements (either regulators or outputs of other processes/subprocesses) and (ii) existence of mutual distribution of priority and interdependence of actions.

Both of these characteristics can be obtained by using the strategy of constructing a formal system as a decision-making system, developed by Mesarovic et al. [20]. If we have input/output relation \( S \subseteq P \times E \), where the population of systemic elements is denoted by \( P = \{ p_1, p_2, p_3, \ldots, p_n \} \), and the set of external influences by \( E = \{ e_1, e_2, e_3, \ldots, e_n \} \), it can be regarded as decision-making if there is given a family of decision problems \( D_p \mid p \in P \), and the solution set \( \Gamma \), where mapping \( T : \Gamma \rightarrow E \) is such that \( \forall (p \in P \land e \in E), (p, e) \in S \) only if \( \exists \gamma \in \Gamma \) such that \( \gamma \) is solution to \( D_p \), and \( T(\gamma) = e \). Having such background, the decision making hierarchy can be easily represented through the use of partially ordered sets. In other words, if \( \Psi \) is a set of systemic elements, and binary relation \( > \) is a partial ordering over that set, then we can say that \( (\Psi, >) \) is a partially ordered set (poset) with hierarchical ordering. Further, if we introduce \( \Psi \) as a finite family of systems \( S_i | i \in I \) where \( I = \{ i, j, k, \ldots \} \) is a finite index set and if \( > \) is a strict partial ordering of \( I \), then \( (\Psi, >) \) is a hierarchy of systems. If \( (\Psi, >) \) is a hierarchy of decision making system such that \( i > j \) iff \( \psi_i \in \Psi \) have priority of action over \( \psi_j \in \Psi \),
then we can say that \((\Psi, >)\) is a decision making hierarchy. From such hierarchy, following Mesarovic et al. [20], we can construct a simple multi-level hierarchical system by separating set \(I\) into an arbitrarily chosen number of subsets such that \(\Psi^i = \{S_i | k \in I_i\}\) represent the first level where \(I_i = \{i\}\) is a minimal element of \(I\). Accordingly, the \(i\)-th level is
\[
\Psi^i = \{S_i | k \in I_i\}
\]
where
\[
I_i = \{k | k \text{ is a minimal element of } I - \{I_1 \cup I_2 \cup \ldots \cup I_{i-1}\}\}.
\]

Here, for a given set \(\Psi\), the index set is associated with its elements in accordance with their properties and following (1) and (2) multi-level hierarchy can be established. However, if we want to represent hierarchy in biological systems, we will face two situations where such approach would fail, i.e. external, unentailed action would be necessary in order to re-establish the proper hierarchy. Firstly, in different contexts, properties of a single element can be evaluated in different ways. More precisely, if \(S_i < S_j\) and \(S_j < S_k\), it is not necessary that \(S_i < S_k\). At first sight, it may look like a violation of the rule of transitivity, but as we will see later it is not exactly the case. Secondly, a new element can be introduced, and its place in the hierarchy (eventually) should be autonomously determined. This is not a problem when new elements are part of a formal system implicitly introduced through the already given elements of \(\Psi\) (e.g. succession of real numbers, or succession of metabolic transformation of substrate in the form \(\ldots \rightarrow A_i \rightarrow A_i \rightarrow A_i \rightarrow \ldots\)). However, if a new element is not part of the previously introduced formal system (e.g. introduction of complex number, or introduction of metabolic transformation \(A_i \rightarrow B_i\)), the organization of multi-level hierarchy will be restricted to the character of imposed binary relation, or, in the best case, to a family of relations for which the system is designed.

It seems that Mesarovic’s scheme is the most optimal solution for externally designed systems where goal and purpose precede organization itself. In that case, distribution of levels and corresponding compartmentalization into subprocesses are created having some particular purpose in mind. If the goal is changed, the system can only be re-organized by purposeful external action. On the other hand, biophysical systems are organized in a manner that enables the incorporation of additional elements and processes without necessarily
disturbing the already established functional structures. It is sure that such organization demands random searching through potentially vast state-space, which is an undesired strategy in contemporary process design where one of the crucial requirements is the need for instant optimality (i.e. the performance of a process should be optimal from the moment of putting that process into work). However, regardless of its non-optimality, it is also the only strategy which enables autonomous evolvability of the system.

We propose that the main strategy toward the proposed goal is the ability of a constructed formal system to establish local hierarchies, instead of one, general hierarchy for the whole system. In that way, we will bypass validity of transitivity for all systemic elements without violating the transitivity principle per se.

In order to introduce locally created hierarchies, we should change the manner in which index set \( I \) is created, since it should not be applicable to the whole set \( \Psi \). Keeping parallelism with empirical situation, where e.g. each enzyme in accordance with its structure determines the set of external compounds with which it can react, each \( \psi \in \Psi \equiv S \subseteq P \times E \) should possess a certain set of attributes through which it will define its subjective environment.

In order to do that, we should clarify the functioning of the input/output relation \( S \subseteq P \times E \). At each moment in time (for the sake of simplicity we will apply the notion of objective time external to the system presented as a succession of evenly distributed successions of temporal points), the state of the population \( P \) is determined by the collection of mappings \( \omega : e \rightarrow p \in E, p \in P \), while the succession of states can be obtained by introducing temporal sequences of events, such that \( E = \{ e : T \rightarrow I \} \) and \( P = \{ p : T \rightarrow R \} \), where \( T \) is a set of time points \( t \), \( I \) is a set of external stimuli on a particular agent such that at each time point the system receives stimulus \( i(t) \) and \( R \) there is a set of appropriate responses, \( r(t) \). Therefore, we should explicitly formalize preconditions for creating set \( I \). As it has already been stated, what can be defined as functional external stimuli is determined by the structure of functional elements and basically is of binary nature: only those changes in vicinity which activate functional operations will be perceived, so any part of the environment can be either “invisible” or can act as a negative/positive activator of some functional process. Formally, if we define set \( O = \{ o_1, o_2, ..., o_n \} \) as a set of all environmental objects, and set \( M = \{ m_1, m_2, ..., m_n \} \) as a set of attributes (dependent on structure of functional
elements) such that $\Lambda \subseteq O : \{ \forall \lambda \in \Lambda \mid (\lambda, m) \in \Theta \}$, where $\Theta$ is a binary relation between $M$ and $\Lambda$, then set $\Lambda$ is dependent and restricted to the available scope of set $M$. In other words, set $\Lambda$ is a set of all objects which can be perceived by systemic functional elements. Further, we can iterate the same process again and apply it on the elements of $\Lambda$:

$$\Lambda_{\lambda} \subseteq \Lambda : \{ \forall m \in M, \lambda \in \Lambda \mid (\lambda, m) \in \Theta \} \quad (3)$$

in order to obtain a set of observable elements $\Lambda_{\lambda}$ for each $\lambda \in \Lambda$. If we incorporate this finding into the definition of multi-level hierarchical systems described above, we can see that

$$\Lambda_{\lambda} = \{ \psi, o \in \Psi \} \cup \{ o, o \in O \}. \quad (4)$$

In terms of real life systems, it means that the observable vicinity of each functional element of a biological system is composed of other systemic functional elements (e.g. enzymes), as well as of extra-systemic compounds (e.g. substrates). However, if we now create a poset $(\Psi, \succ)$ where partial ordering relation over the set $\Lambda_{\lambda}$ is derived from the structure of each observer $\lambda \in \Lambda$, because of (3), hierarchy will be only local, applicable merely to a subset of elements. Also, index set $I$, is derived from $M$ using appropriate mapping. Finally, if we now apply (1) and (2), we obtain:

$$\Lambda_{\lambda} = \{ S_k \mid k \in I_{\lambda} \} \cup \{ o, o \in O \}. \quad (5)$$

By this, each functional element is able to create its own subjective environment with locally established hierarchies dependent on a portion of the totality of available attributes. Therefore, for each $\Lambda_{\lambda}$ hierarchy is defined by the applied set of attributes and can be represented by a simple linear ordering of priorities.

### 3. Energy Balance Equation for Environmental Interface

Although the establishment of organisation in any system is of a crucial importance for its functioning, it should not be forgotten that we are dealing with real-life problems in biophysical systems where a number of other conditions should be reached in order to put the system to work. Undoubtedly, one of the key conditions is the proper supply of the system by the energy. In biological systems as part of biophysical ones, for example, this can be achieved by various mechanisms like assimilation, transpiration, chemical transforma-
tions, etc. In all of these cases, the survival of individual entities depends on the balance between energy reached and energy spent. Therefore, in this section we will investigate the dynamics of energy flow based on the energy balance equation. In its basic form it includes temperature differences between the underlying surface and surrounding environment. However, it can be used in a more general form for analysis of energy balance of any environmental interface. We keep it in the basic form, since it is suitable not only for investigation of biophysical systems but also for differently created environmental interfaces. Since all the energy transfer processes occur in the finite time interval, we shall immediately write this equation in terms of finite differences, i.e. in the form of difference equation

\[ DT_i = F_n \]  

(6)

where \( D \) is the finite difference operator defined as \( DT_i = (T_{i,n+1} - T_{i,n}) / Dt \), \( T_i \) is the environmental interface temperature, \( n \) is the time level, \( Dt \) is the time step, \( F_n = (R_n - H_n - E_n - S_n) / c_i \) is defined at the \( n \)th time level, \( R \) is net radiation, \( H \) and \( E \) are sensible and latent heat, respectively, transferred by convection, and \( S \) is the heat transferred by conduction into deeper layers of underlying matter while \( c_i \) is the environmental interface soil heat capacity per unit area. Eq. (6) is also written in the finite difference form for an additional reason. It can be explained if we follow the comprehensive consideration provided by van der Vaart [32] about replacing given differential equations by appropriate difference equations in modelling of phenomena in physical and biological world. According to him many mathematical models for physical and biological problems have been and will be built in the form of differential equations or systems of such equations. With the advent of computers, one has been able to find (approximate) solutions for equations that used to be intractable. Many of the mathematical techniques used in this area amount to replacing the given differential equations by appropriate difference equations, so extensive research has been done into how to choose appropriate difference equations whose solutions are "good" approximations to the solutions of the given differential equations.

In Eq. (6) the sensible heat is calculated as \( C_H(T_i - T_u) \), where \( C_H \) is the sensible heat transfer coefficient and \( T_u(t) \) is the gas temperature given as the upper boundary condition. The heat transferred into underlying soil matter is calculated as \( C_p(T_i - T_s) \), where \( C_p \) is the heat conduction coefficient, while
Figure 1. Bifurcation diagram for coupled maps with \( r \) ranging from 3 to 4 and \( \epsilon = 0.06 \). For each values of \( r \), we used the final point of the previous \( r \) value and 1500 iterates are plotted. This shows the period-doubling sequence as well as quasi-periodic and chaotic regions.

\( T_d(t) \) is the temperature of the deeper layer of underlying matter that is given as the lower boundary condition. Following Bhumralkar [5] and Holtslag and van Ulden [15], the net radiation term can be represented as \( C_R(T_i - T_d) \), where \( C_R \) is the radiation coefficient. For small differences of \( T_a \) and \( T_d \), according to Mihailovic et al. [24], the expression for the latent heat can be written in the form \( C_L f(T_a)[b(T_i - T_d) + b^2(T_i - T_d)^2]/2 \). Here, \( C_L \) is the latent heat transfer coefficient, \( f(T_a) \) is the gas vapour pressure at saturation and \( b \) is a constant characteristic for a particular gas. Calculation of time dependent coefficients \( C_R, C_H, C_L \) and \( C_D \) can be found in Monteith and Unsworth [25]. After collecting all terms in Eq. (6) we get

\[
\text{(some equation here)}
\]

\[
\text{(another equation here)}
\]
\[
DT_i = A_i(T_{i,n} - T_{n,n}) - A_i(T_{i,n} - T_{n,n})^2 - A_i(T_{i,n} - T_{n,n})
\]

(7)

where \( A_1 = [C_n - C_H - C_b f(T_n)] / c_i \), \( A_2 = b^2 f(T_n) / (2c_i) \) and \( A_3 = C_n / c_i \) are coefficients also depending on \( D_t \). With \( D_{r,1} = 1/(A_2 - C_n / c_i) \) we indicate the scaling time range of energy exchange at the environmental interface including coefficients that express all kinds of energy reaching and departing from the environmental interface. For any chosen time interval, for solving Eq. (7), there always exists \( D_{r,1} = \text{Min}[D_{r,1}(c_i, C_n, C_H, C_b)] \) when energy at the environmental interface is exchanged in the fastest way by radiation, convection and conduction. If we define dimensionless time \( \tau = D_t / D_{r,1} \) and use the lower boundary condition \( T_{d,1} = T_{n,n} - (c_i / C_n)DT_n \), then Eq. (7), after some transformations, takes the form of the logistic equation, i.e.

\[
\Gamma_{n+1} = \beta \Gamma_n (1 - \Gamma_n)
\]

(8)

where the symbols introduced have the following meaning: \( \Gamma \) is the dimensionless quantity [24], while \( \beta = 1+\tau \) is taking values in the interval \( 1.0 < \beta < 4.0 \).

4. Interaction Between Environmental Interfaces

Under the aforementioned conditions, Eq. (8) represents energy exchange at a uniform environmental interface. In nature, however, we usually encounter a mixture of two or more environmental interfaces, for example, a surface covered by spots consisting of different plant communities and barren soil. In this case there exist a number of interacting environmental interfaces. Therefore, the energy exchange between them is more complex because it has to be described with more equations having the form of Eq. (8). Besides the energy, these environmental interfaces can also exchange many other biological, chemical or physical quantities. Like many other interesting physical problems [14], interaction between environmental interfaces can be described by the dynamics of coupled oscillators. In order to study their behaviour as a function of coupling
strength and nonlinearity, we consider the dynamics of two coupled maps belonging to the same universality class as oscillators. Here we first consider techniques that can be used to characterize orbit of discrete maps as periodic, quasiperiodic or chaotic. These methods are then applied to investigate the effect of coupling two period-doubling maps. Consider the general vector mapping

$$\bar{x}_{n+1} = \bar{F}(\bar{x}_n), \quad n = 0, 1, \ldots$$  \hspace{1cm} (9)

and its $N$th iterate $\bar{F}^{(N)}(\bar{x}) \equiv \bar{F}^{(N-1)}(\bar{F}(\bar{x}))$ with $\bar{F}^{(1)}(\bar{x}) \equiv \bar{F}(\bar{x})$. The asymptotic behaviour of a series of iterates of the map can be characterized by the largest

Figure 2. Lyapunov exponent for the coupled maps as a function of $r$ ranging from 3.0 to 3.7 and with $\varepsilon = 0.06$. Each point was obtained by iterating many times from the initial condition to eliminate transient behaviour and then averaging over another 50,000 iterations. Initial conditions were $x = 0.2, y = 0.4$ with 1000$r$ values.
Lyapunov exponent, which, for an initial point $\vec{x}_0$ is an attracting region, is defined to be

$$\hat{\lambda} = \lim_{N \to \infty} \left\{ \ln \left[ \| D^{(N)}(\vec{x}_0) \| / N \right] \right\}$$  \hspace{1cm} (10)

where $\left\| D^{(N)} \right\|$ is the norm of the derivative matrix

$$D^{(N)}_v(\vec{x}) = \frac{\partial F^{(N)}(\vec{x})}{\partial x}.$$  \hspace{1cm} (11)

This exponent measures how rapidly two nearby orbits in attracting region converge or diverge. It can be evaluated by noting that $D^{(N)}(\vec{x}_0) = D^{(N-1)}(F(\vec{x}_0))D(\vec{x}_0)$; so if $\vec{x}_0, \vec{x}_1, \vec{x}_2, \ldots$ are successive iterates of the map, then

$$D^{(N)}(\vec{x}_0) = D(\vec{x}_{N-1}) \cdots D(\vec{x}_1)D(\vec{x}_0).$$  \hspace{1cm} (12)

Figure 3. Plot of the iterates of the map $(x_n, y_n)$ for quasiperiodic motion when $r = 3.39$, $\varepsilon = 0.06$, and initial point $(x = 0.2, y = 0.4)$. 
In practice, $\lambda$ is computed by initially iterating the map many times to eliminate transient behaviour and then using a large number $N$ of successive points to compute the derivative matrix as indicated in Eq. (11). Finally, the quantity $\ln \| D^{(N)}(\tilde{x}_0) \| / N$ is used as an approximate value of the Lyapunov exponent for the attracting region [10]. This exponent provides a way to distinguish among periodic, quasiperiodic, and chaotic motion. Specifically, if $\tilde{x}_0$ is part of a stable periodic orbit of length $K$, then the norm of the derivative matrix $\| D^{(K)}(\tilde{x}) \|$ will be less than one for every $\tilde{x}$ in the $K$ cycle. Thus the exponent will be negative and will characterize the rate at which small perturbations from the fixed cycle decay. A zero value for the exponent indicates quasiperiodic behaviour in which nearby paths maintain their distance on average. Finally, when $\lambda$ becomes positive, nearby points in the attracting region diverge from each other giving chaotic motion. In general, the exponent will depend on the

![Figure 4. Plot of the iterates of the map $(x, y)$ for chaotic motion when $r = 3.615$, $\varepsilon = 0.06$, and initial point $x = 0.2, y = 0.4$.](image)
initial point used in the iteration because there may be several stable attractors, each with a separate basin of attraction [14].

We now use these techniques to examine the effect of coupling two nonlinear maps that display period doubling. In particular, we consider two-dimensional mapping

\[ x_{n+1} = rx_n(1-x_n) + \varepsilon(y_n - x_n) \]  \hspace{1cm} (13a)

\[ y_{n+1} = ry_n(1-y_n) + \varepsilon(x_n - y_n) \] \hspace{1cm} (13b)

where the nonlinearity parameter (logistic parameter) \( r \) is such that \( 0 \leq r \leq 4 \) and the coupling parameter \( \varepsilon \) satisfies \( 0 \leq \varepsilon \leq 1 \). This map displays a wide range of behaviour, as the parameters \( r \) and \( \varepsilon \) are varied including periodic, quasiperiodic, and chaotic motion. Note that the derivative matrix \( D \) of Eq. (12) at the point \((x, y)\) is given by

\[
D(x, y) = \begin{bmatrix}
    r - \varepsilon - 2rx & \varepsilon \\
    \varepsilon & r - \varepsilon - 2ry
\end{bmatrix}
\]  \hspace{1cm} (14)

In particular, the norm of the derivative matrix shows that there is a stable fixed point for the region in which \( r < 3 - 2\varepsilon \). The in-phase 2 cycle is stable for \( 1 + 2(1+\varepsilon+\varepsilon^2)^{1/2} \leq r \leq 1+6^{1/2} = 3.449 \) with \( \varepsilon \leq (3^{1/2}-1)/2 = 0.37 \). Similarly, the out-of-phase case is stable for \( 3-2\varepsilon \leq r \leq 1+(6-10\varepsilon+4\varepsilon^2)^{1/2} \). Note that these regions overlap, indicating that the coupled maps have multiple basins of attraction for some parameter values. For nonzero values of the coupling constant, instead of simple period doubling, successive periods can be separated by regions of quasiperiodic motion in which the frequencies of the two oscillators incommensurate. These transitions regions also contain various locked orbits of high period, including an asymmetric period in which \( x \) and \( y \) cycle over a distinct set of values.

A more detailed picture of this map can be obtained by investigating the behaviour across section of the phase diagram. Specifically, we chose the value \( \varepsilon = 0.06 \), which gives typical results from this map. A bifurcation diagram for a particular choice of initial conditions \((x = 0.2, y = 0.4)\) is given in Figure 1. This figure was obtained by starting with \( r = 3 \) and incrementing in small steps up to \( r = 4 \). At each new \( r \) value the final \((x, y)\) iterate of the previous values was used as the initial point. This corresponds to continuously changing the system’s parameters without restoring the original state of the system. The
behaviour of the Lyapunov exponent for the above initial condition is shown in Figure 2 for \( r \) in the range 3.0 - 3.7 and \( \varepsilon = 0.06 \). The value of the second Lyapunov exponent for these parameters is so close to that of the largest exponent that they are not distinguishable on the scale of the plot.

Note that the second Lyapunov exponent is computed by using the minimum value of \( \left| A\vec{v} \right| / \left| \vec{v} \right| \), instead of the norm \( \| A \| = \max_{\vec{v} \neq 0} \{ \left| A\vec{v} \right| / \left| \vec{v} \right| \} \), where \( \vec{v} \) ranges over all nonzero \( N \) vectors. In particular, the plot in Figure 2 shows that the transition from out-of-phase period 2 to 4 is separated by a quasiperiodic region in which the exponent is zero, as well as a chaotic region with positive exponent. The detailed transition out of the quasiperiodic region involves a complicated series of periodic orbits [14].

![Figure 5](image)

Figure 5. Effect of additive noise on the scale structure of the Lyapunov coefficient for \( r \) ranging from 3.430 to 3.440, \( \varepsilon = 0.06 \) and initial point \( x = 0.2, y = 0.4 \). Here (1) refers absence of noise while the noise amplitude takes values \( \alpha = 0.0001 \) (2), 0.001 (3), 0.01 (4) and 0.1 (5). Plot consists of 501 \( r \) values each of which was obtained by iterating 100000 times from the initial condition and then averaging over another 50000 iterations.

Many successive frequencies locking with high periods appear before the period-4 orbits. A plot of these iterates of the map for a locked periodic orbit
nearby quasiperiodic motion is given in Figure 3. Note that the iterates of the map in this region actually form two groups of points located symmetrically around the diagonal \(x = y\). For clarity, only one of these groups is actually shown in the figure. Figure 4 shows the iterates of a particular chaotic orbit.

We already emphasized that the study of noisy non-equilibrium processes is fundamental for modelling the dynamics of environmental interface systems. Here we consider the behaviour of the coupled maps in the presence of thermal fluctuations or other noise. As can be shown in the case of uncoupled non-linear

![Bifurcation diagram](image)

**Figure 6.** Bifurcation diagram for the map of Eqs. (16) with \(r^{(0)} = 3.1\) and \(r^{(2)} = 2.4\), and \(0 \leq \varepsilon \leq 0.5\). For each value of \(\varepsilon\), the map was iterated 500 times from the initial point \(x = 0.2, y = 0.4\) to eliminate transients, and the next 500 iterate was plotted.
oscillators, the addition of external or parametric fluctuations has a pronounced effect on the dynamics of such systems [7]. The effect of noise was modelled by adding uniformly distributed random numbers to the map (13). Specifically, we considered the map

\[ x_{n+1} = rx_n (1 - x_n) + \varepsilon (y_n - x_n) + \alpha \delta_n^{(1)} \]  
\[ y_{n+1} = ry_n (1 - y_n) + \varepsilon (x_n - y_n) + \alpha \delta_n^{(2)} \]

where \( \delta_n^{(1)} \) and \( \delta_n^{(2)} \) are random numbers uniformly distributed in the interval \([-1,1]\) and \( \alpha \) is the amplitude of the noise. Figure 5 shows the effect of different amounts of noise on the fine scale structure of the Lyapunov exponent.

An additional case occurs when the parameters of the oscillators have small, random variations due, for example, to external noise. These so-called parametric fluctuations can be simulated by modulating the values of the logistic parameters by uniform random numbers in the same small interval.

The preceding discussion considered the effect of coupling two identical maps. However, it is also of interest to examine the case in which the logistic parameters are unequal, corresponding to the coupling of two different oscillators. Specifically, we considered the map

\[ x_{n+1} = r^{(1)} x_n (1 - x_n) + \varepsilon (y_n - x_n) \]  
\[ y_{n+1} = r^{(2)} y_n (1 - y_n) + \varepsilon (x_n - y_n) \]

with \( r^{(1)} \neq r^{(2)} \). The general kind of behaviour seen is similar to the previous case, that is, the coupling produces a new quasiperiodic motion and can lead to chaos. This can be seen in the bifurcation diagram of Figure 6, which displays the behaviour of Eqs. (16) for \( r^{(1)} = 3.1, r^{(2)} = 2.4 \), and with \( 0 \leq \varepsilon \leq 0.5 \).

In modelling complex environmental interface systems, it is also interesting to consider the behaviour of the following system of two linearly coupled maps

\[ x_{n+1} = (1 - \varepsilon) f (r^{(1)} x_n) + \varepsilon f (r^{(1)} y_n) \]  
\[ y_{n+1} = (1 - \varepsilon) f (r^{(2)} y_n) + \varepsilon f (r^{(2)} x_n) \]
where the map $f(r,x) = rx(1-x)$ is taken to be the logistic map with logistic parameters $r^{(1)}$ and $r^{(2)}$. In the case of $r^{(1)} = r^{(2)}$, two maps soon become synchronized no matter what the initial conditions may be, i.e., coupled maps are identical with a single logistic map. Interesting is the case of $r^{(1)} \neq r^{(2)}$. In
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Figure 7. Bifurcation diagram for the map of Eqs. (17) with $r^{(1)} = 4.0$ and $r^{(2)} = 3.0$, and $0 \leq \varepsilon \leq 1$. For each value of $\varepsilon$, the map was iterated 500 times from the initial point $x = 0.2$, $y = 0.4$ to eliminate transients, and the next 500 iterate was plotted.
the following we fix the logistic parameters above and below the critical value $r^{(1)} = 3.56994$ for $r^{(3)}$ and $r^{(2)}$ respectively. We choose the logistic parameters $r^{(1)}$ and $r^{(2)}$, and regard the coupling parameter $\varepsilon$ as the controlling parameter. In Figures 7 and 8, the attractors of the coupled-map are displayed as functions of coupling $\varepsilon$. Figure 7 shows the result of $r^{(1)} = 4$ and $r^{(2)} = 3$ while Figure 8 shows that of $r^{(1)} = 4$ and $r^{(2)} = 2$. In both cases, for each value of $\varepsilon$ we used the final value of the previous $\varepsilon$ and 1500 iterations were plotted. They are two typical examples of the various values of $r^{(1)}$ and $r^{(2)}$. One immediately notices several interesting features. The fact that there are two chaotic regions in both $\varepsilon = 0$ and $\varepsilon = 1$ ends seems odd at first sight, but after some reflection, one realizes that very weak $\varepsilon$ means very strong $(1-\varepsilon)$, which brings chaos first to the variable $x$ and then to $y$, however weak the coupling term may be. The most salient feature is the appearance of a stable period four cycle right after the period one around $0.77 \varepsilon = 0$ in Figure 8. Another case, found both in Figure 7 and Figure 8, is the sudden filling of the $x$ and $y$ space around $\varepsilon = 0.85$ and above. The broad window-like region with period four around $\varepsilon = 0.9$ in the case of Figure 8 is also noteworthy.

5. Conclusion

We considered a combined approach to the modelling of environmental interfaces regarded as biophysical complex systems. They are higher dimensional complex systems where both of their parts, organization and temporal dynamics, demand different kinds of formalism. Therefore, we constructed an outline of establishing local hierarchies and then we reported the results of numerical investigation on the systems of two coupled maps, representing the exchange of energy, chemical and biophysical quantities of two interacting environmental interfaces. It has been done by calculating the phase and bifurcation diagrams of the coupled maps for different values of the logistic and coupling parameters as well as by the calculation of the Lyapunov exponent. It seems that further analysis of this system will be useful for understanding the processes of the exchange of different quantities between two interacting environmental interfaces.
Figure 8. Bifurcation diagram for the map of Eqs. (16) with $r^{(1)} = 4.0$ and $r^{(2)} = 2.0$, and $0 \leq \varepsilon \leq 1$. For each value of $\varepsilon$, the map was iterated 500 times from the initial point $x = 0.2, y = 0.4$ to eliminate transients, and the next 500 iterate was plotted.
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### Appendix - list of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_D$</td>
<td>heat conduction coefficient</td>
<td>$[\text{Wm}^{-2}\text{K}^{-1}]$</td>
</tr>
<tr>
<td>$C_H$</td>
<td>sensible heat transfer coefficient</td>
<td>$[\text{Wm}^{-2}\text{K}^{-1}]$</td>
</tr>
<tr>
<td>$C_L$</td>
<td>latent heat transfer coefficient</td>
<td>$[\text{Jm}^{-2}\text{K}^{-1}\text{Pa}^{-1}]$</td>
</tr>
<tr>
<td>$C_R$</td>
<td>radiation coefficient</td>
<td>$[\text{Wm}^{-2}\text{K}^{-1}]$</td>
</tr>
<tr>
<td>$D$</td>
<td>derivative matrix</td>
<td></td>
</tr>
<tr>
<td>$D$</td>
<td>finite difference operator</td>
<td></td>
</tr>
<tr>
<td>$D(N)$</td>
<td>norm of derivative matrix</td>
<td></td>
</tr>
<tr>
<td>$E$</td>
<td>latent heat</td>
<td>$[\text{Wm}^{2}]$</td>
</tr>
<tr>
<td>$\tilde{F}(\tilde{x}_n)$</td>
<td>general vector mapping</td>
<td></td>
</tr>
<tr>
<td>$F_n$</td>
<td>$n^{th}$ time level</td>
<td></td>
</tr>
<tr>
<td>$H$</td>
<td>sensible heat</td>
<td>$[\text{Wm}^{2}]$</td>
</tr>
<tr>
<td>$R$</td>
<td>net radiation</td>
<td>$[\text{Wm}^{2}]$</td>
</tr>
<tr>
<td>$S$</td>
<td>heat transferred by conduction into deeper layers of underlying matter</td>
<td>$[\text{Wm}^{2}]$</td>
</tr>
<tr>
<td>$T_a$</td>
<td>gas temperature given as the upper boundary condition</td>
<td>$[\text{K}]$</td>
</tr>
<tr>
<td>$T_d$</td>
<td>temperature of deeper layer of underlying matter given as the lower boundary condition</td>
<td>$[\text{K}]$</td>
</tr>
<tr>
<td>$T_e$</td>
<td>environmental interface temperature</td>
<td>$[\text{K}]$</td>
</tr>
<tr>
<td>$b$</td>
<td>constant characteristic for a particular gas</td>
<td>$[\text{K}^{-1}]$</td>
</tr>
<tr>
<td>$c_r$</td>
<td>environmental interface soil heat capacity per unit area</td>
<td>$[\text{Jm}^{-2}\text{s}^{-1}]$</td>
</tr>
<tr>
<td>$f(T_a)$</td>
<td>gas vapour pressure at saturation</td>
<td>$[\text{Pa}]$</td>
</tr>
<tr>
<td>$r$</td>
<td>logistic parameter</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>amplitude of the noise</td>
<td></td>
</tr>
<tr>
<td>$\delta^{(1)}, \delta^{(2)}$</td>
<td>random numbers</td>
<td></td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>coupling parameter</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Lyapunov exponent</td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>dimensionless time</td>
<td></td>
</tr>
</tbody>
</table>
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Chapter 3

SOME RECENT ADVANCES IN MODELING STABLE ATMOSPHERIC BOUNDARY LAYERS
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The atmospheric boundary layer (ABL) is the lowest part of the atmosphere that is continuously under the influence of the underlying surfaces through mechanical (roughness and shear) and thermal effects (cooling and warming), and the overlying, more free layers. Such boundary layers and the related geophysical turbulence exist also in oceans, seas, lakes and rivers. Here we focus on those in the atmosphere; however, similar reasoning as presented here also applies to the other geophysical flows mentioned. Since most of human activities and overall life take place in the ABL, it is easy to grasp the need for an ever better understanding of the ABL: its nature, state and future evolution. In order to provide a reasonable and reliable short- or medium-range weather forecast, a decent climate scenario, or an applied micrometeorological study (for e.g. agriculture, road construction, forestry, traffic), etc., the state of the ABL and its turbulence should be properly characterized and marched forward in time in concert with the other prognostic fields. This is one of many tasks of numerical weather prediction and climate models. Many of these models have problems in handling rapid surface cooling under weak or without synoptic forcing (e.g. calm nighttime mountainous or even hilly conditions).

Overall research during the last ~ 10 years or so, strongly suggests that the evolution of the stable ABL is still poorly understood today. There we make a contribution by assessing some recent advances in the understanding of nature, theory and modeling of the stable ABL (SABL). In particular, we address inclined very (or strongly) stratified SABL in more details. We show that a relatively thin and very SABL, as recently modeled using an improved “z-less” mixing length scale, can be successfully treated nowadays; the result is quietly extended to other types of the SABL. Finally, a new generalized “z-less” mixing length-scale is proposed. At the same time, no major improvements in modeling weak-wind strongly-stable ABL is reported yet.

Keywords: convective ABL; mixing length-scale; Monin-Obukhov length; numerical modeling; parameterization; Prandtl number; Richardson number(s); stratified turbulence; “z-less” turbulence; very stable boundary layer.
1. Introduction

Most of human life takes place in the atmospheric boundary layer (ABL). The ABL behaves as an active intra- and inter-layer among various underlying surfaces on one side (e.g. sea, inclining terrain, urban areas), and the rest of the capping atmosphere. There the ABL exchanges, modulates or even alters a multitude of information ranging from radiative and moisture fluxes, to momentum, heat and species fluxes, etc. After a very brief review of a few recent advancements related to the convective ABL (CABL), we focus on the (very) stable ABL (SABL). This is justified because in the very SABL (VSABL) progressively smaller eddies still play significant roles in the nature and ultimate fate of the layer, which is usually not the case for the CABL where the largest eddies determine most of turbulent flow properties. Almost needless to say, small eddies are difficult to measure at statistically meaningful levels, as well as to calculate the related turbulent fluxes due to these relatively small eddies [21] [20] [22], which may not only exist but also significantly contribute to the fluxes. Hence, it is generally less known about the SABL than about the CABL today [3] [27]. Turbulent structures associated with the CABL and SABL are under various influences due to e.g. surface fluxes, near-surface temperature inversions, low-level jets (LLJ), wind meandering, unsteadiness, internal boundary layers, etc. [10] [4] [6] [5] [12]. These features strongly affect and often determine the ABL turbulence; therefore, these structures should be included in new ABL turbulence parameterizations for numerical weather prediction (NWP), i.e. meteorological, air-chemistry and even climate models.

A contemporary research overview of the CABL structures, with the emphasis on shear affecting the CABL evolution, is in [9]. The attention there is paid to the surface layer, mixed layer and entrainment layer – all in the view of both barotropic and baroclinic effects, recalling observations, numerical modeling and analytic works. The CABL evolution is explained in terms of Monin-Obukhov length, $L$, friction and convective velocity scales, $u_*$ and $w_*$, respectively, and the inversion height; various results are often inferred there from the authors successful large-eddy simulations, LES. The latter technique is generally better suited for the CABL than for the SABL [3]. Although Fedorovich and Conzemius, [9], display several results, we stress here only a few. As the contribution of wind shear to the turbulence production increases, the coherent structure in the CABL alters from quasi-hexagonal cells to horizontal convective rolls oriented parallel to the mean flow vector. The CABL may behave as a single layer only in the shear-free case. Finally, most of
modeled CABL structures can be described by Richardson numbers. A few other intriguing features of the CABL, e.g. dispersion of air pollutants, nonlinear interplays between advection and diffusion, etc. are in e.g. [1]. Certain ABL effects on NWP model initialization and data assimilation are in e.g. [23]. These aspects deserve a few independent review articles or even a new book.

Several specific questions will be discussed related to the SABL’s stratified turbulence. We focus on e.g. a proper treatment of $L$ over sloped surfaces, and the corresponding “$z$-less” length-scale [24] [25] which is active above the surface layer overlying the sloping surface (if the latter sub-layer even exists in a VSABL). These features should help preventing NWP and air-chemistry models’ problems like runaway cooling, frictional decoupling [28] [11] [15], or a systematic thermal bias [28] [12]. One of the VSABL types is that due to weak-wind stable conditions [19] [5], another is katabatically driven SABL [11], etc. [22] [31] [10] [4] [6]; furthermore, one often talks about the SABL in plural (different types of SABLs). Among several reasons for the importance of these usually thin and very stratified boundary-layer flows, one of them being a more proper weather and climate simulations over e.g. Antarctica and Greenland, we also explain the vertical diffusion of the slope parallel wind component (the one induced by katabatic flows and Coriolis force). Through this vertical diffusion, in principle, the long-lived VSABL might interact with the polar vortex. A few recommendations for modeling purposes will be provided as well. This study continues on a few other recent works of the author and the collaborators [3] [11] [14] [22]. We will end up with a couple of plausible derivations, brief enough but hopefully inviting for a scientific contemplation and scrutiny while reflecting on how much of misinterpretation and parameterization mishaps we have had during the last few decades. Apparently, nature continues yet to be nice to us, to our clumsy modeling approaches and sophisticated visions that often end up in the middle of the nowhere.

In this Introduction a necessary background and an incomprehensive overview have been just given. The next (largest) section is the core of this contribution going through certain details of the SABL mentioned above. The main results are outlined in the concluding section.
2. Recent improvements in modeling the SABL

2.1. Mixing length-scale

Figure 1 illustrates the starting point of this study: an over-diffusive SABL in a typical mesoscale numerical model (solid curves); the profiles are taken from [11], based on their Figure 1, simulated by using MIUU model [2] [7] [8] [1] [23] [13]. The overall perspective to this problem has been also elaborated elsewhere recently [3] [28] [22]. The simulation details will be given in the next subsection; here we first wish to boldly introduce the problem of the SABL over-diffusion and its remedy in Figure 1. The dashed-dotted curves, shown on both panels in Figure 1 for the downslope velocity $U$ and potential temperature $\theta$, respectively, represent the corresponding simulation with the problem alleviated. The latter simulation (dash-dotted) is a more trustful one because it also corresponds to another model, i.e. a calibrated analytic Prandtl model result [11]. Of course, both models, MIUU and Prandtl, had been previously checked independently against various observations. These totally independent models both qualify as valuable tools for studying role types of SABL flows, their different level of complexity, and the sets of underlying approximations; that give viability and credibility to our approach.

The “z-less” mixing length scale has been most often defined as a local quantity (e.g. a MIUU model default):

$$I_{STAB} = \frac{a\frac{(TKE)}{N}}{b\frac{(TKE)}{S}}.$$  

Its modification is [11]:

$$I_{STAB} =\min\{a\frac{(TKE)}{N}, b\frac{(TKE)}{S}\}, \tag{1}$$

where $TKE$ is turbulent kinetic energy, $N$ and $S$ is buoyancy and shearing frequency (based on the absolute shear: $S = |S|$), respectively, $a \approx 0.5$ and $b = a/2$, valid for the gradient Richardson number $0 < Ri \leq 1$, $Ri = (N/\bar{S})^2$; otherwise, for $Ri > 1$, only the 1st term in (1) is kept. If (1) is applied for all $Ri > 0$, then the old formulation above (1), will be valid only for $Ri \geq 4$, provided again $b = a/2$ (namely, this validity goes in (1) as the square of $a/b$ due to $Ri = (N/\bar{S})^2$). Note that in the SABL, $TKE$ usually scales as a local $u^2$. (Often-present factor of two around $TKE$ due to related higher-order closures is not
tracked down here for simplicity; this should be done properly while coding.)

Plausibly define: the weakly stratified SABL exhibiting everywhere \( 0 < R_i \ll \infty \) (typically \( R_i \leq 1 \)), and the VSABL characterised by containing (sub)regions with \( R_i \gg 1 \). Dash-dotted curves in Figure 1 are obtained using (1). While the over-diffusive SABL modeled, Figure 1 (solid), is much too deep, its properly modeled behavior, i.e. the VSABL (dash-dotted), is in agreement with another model (that of calibrated Prandtl, see below), and it is also numerically and physically stable (e.g. it does not show a sign of frictional decoupling as that in e.g. [15]). It is expected that (1) ought to improve simulations for other types of SABL flows too [11] [10] [4] [6] because the overall turbulence scheme deployed, a higher-order one, so called level 2.5 [2] [7], is slope insensitive. Hence, this scheme as such does not care whether a particular flow is katabatic or not. Since wind shear is generally more changeable than buoyancy frequency in the stable atmosphere, it makes sense to try to use (1).

![Figure 1. Two numerical simulations of same katabatic flow using two different parameterizations for the “z-less” mixing length-scale in MIUU model [11]. The profiles of the downslope wind component U (left) and potential temperature \( \theta \) (right), are shown for 24 h of simulations. Over-diffusive SABL (solid) consists of an elevated LLJ and a capping inversion spreading over the lowest ~ 200 m. Using a newly proposed mixing length-scale eqn. (1), the SABL becomes much thinner (dash-dotted) and in agreement with calibrated analytic Prandtl model (see below).]
The main advantage of (1) seen in Figure 1 is the prevention (dash-dotted) of an excessive vertical diffusion of the SABL in time; such over-diffusive behavior is clearly shown in both panels, U and θ, respectively (solid). We shall return to a re-derivation of (1) and its eventual new modification later. Testings for other types of (more realistic, etc.) flows are being performed elsewhere while this paper is being written.

2.2. Coriolis effect in the VSABL

Next, we display a few detailed, additional katabatic flow fields from MIUU model, some of these were shown to correspond very well to the calibrated Prandtl model [11]. Of course, all the fields modeled are coupled among themselves in the dynamically consistent way through the governing equations [2] [7] [8]. Figure 2 displays U and θ, Figures 2a and 2b, also from Figure 1, dash-dotted, for a constantly sloped terrain of -2.2°, under a calmly stratified background atmosphere of ∆θ/∆z = 5K/km with the surface potential temperature deficit of 6.5 K (i.e. same as in [11]). An intriguing feature is in Figure 2c displaying the slope-parallel wind component, V, i.e. the component continuously diffusing upward [17] [27] [29]. Apparently, this diffusive-like behaviour of a SABL flow component has been theoretically known for a few decades in the school of Lev N. Gutman [27], but it was poorly accessible in the peer-review English literature. It is only this flow component that exhibits the overall vertical diffusion, Figure 2c, but the essential fields corresponding directly to the katabatic forcing, Figures 2a and 2b, remain confined in the lowest few tens of meters. While the simulation results shown up to Figure 2c are very recent [11], the latter figure is one of the new results of this study (shown only in conferences and the proceedings). Incidentally, the poorly modeled fields in Figure 1 (solid), are qualitatively somewhere between Figures 2a and 2b on one side, and Figure 2c, on the other side. We shall return to the V-component, Figure 2c, later.
Figure 2. Displaying details from Figure 1, dash-dotted, concurring to pure katabatic wind: (a) the downslope wind-component $U$, (b) the potential temperature, (c) the slope parallel (Coriolis-induced) wind component $V$, (d) the turbulent mixing length-scale. Note that (a) and (b) correspond to dash-dotted curves on the left and right panels in Figure 1, respectively.

Figure 2d shows the relevant mixing length-scale based on (1), allowing for the whole flow field in Figure 2 (concurring to the calibrated Prandtl model [11]), i.e. its switch in Figure 1 from solid to dash-dotted solutions. Typical values of this master length-scale in Figure 2d are less than a couple of meters, often only a few decimetres, except in the upper part of the SABL, $z \sim (100 \pm 20)$ m, that is weakly stratified (see Figure 2b) in the presence of sheared flow (Figures 2a and 2c); there the mixing length is $\leq 20$ m, Figure 2d. It is the LLJ and its shear determining the turbulence properties, not e.g. a distance from the surface; this is also in a qualitative agreement with [4] [6]. Those modelers
trying to describe the VSABL with e.g. Blackadar type of the mixing length-scale, will never be able to represent katabatic flows that often govern the VSABL properties. Moreover, the modelers deploying even a more sophisticated local length-scale, e.g. “z-less” length-scale based or related to Ozmidov scale, like above (1), will also often fail because of excluding the most relevant time-scale, i.e. the wind shear, explicitly in the length-scale. In other words, even a mixing length-scale based on Ozmidov scale should be accompanied with another scale sensing shearing processes more explicitly in the SABL, e.g. as in (1).

Some authors assess the turbulence energy parameterization, by e.g. involving the concept of total turbulent energy [22] [31]; some others find sufficient improvements in the SABL modeling already by changing only a mixing length-scale formulation [11] [14]. The author finds enough amusements and scientific challenge just by reformulating and rescaling the relevant turbulent length-scale, Figure 1, almost as adjustable as a “turbulence rubber gum”, within the accepted concepts of atmospheric turbulence closure single-point modeling. After returning to Figure 2c, we will discuss a possibility that an NWP model’s lowest level is (still) higher than the LLJ. Finally, we will re-derive and propose a slightly different but more generalized expression than (1) for the “z-less” mixing length-scale.

Simple katabatic flows, e.g. as those already shown (i.e. hydrostatic and Boussinesq, quasi-1D, without large-scale pressure gradient, all for constant: slope, surface potential temperature deficit and roughness), if persistent enough, like those over long glaciers during the polar night, may produce a permanent effect on the whole troposphere [30] [17], also see Figure 2c. Under such persistent katabatic forcing, the cross-slope wind component \( V \) is induced due to the Coriolis effect [17] [27] [29]; \( V \) diffuses upwards without a well-defined spatio-temporal scale, Figure 2c. Hence, this might affect, in principle, the whole troposphere, all the way up to the polar vortex (after ~ 180 days of polar night), which is not an intuitive result. To make this statement more convincing, we compare the \( V \) component from MIUU model with the analytical solution [17], Figure 3. The latter asymptotic solution is based on the WKB method (the letters coming from the last names of the method’s promoting scientists), which is an elegant singular perturbation technique, checked for the Prandtl model and against appropriate observations [11] [17] [26]. This asymptotic solution, shown on the left panel in Figure 3, consists of a suitable combination of the error function and exponentially decaying cosine, both having a dimensionless similarity variable given with an integral of height, time
and a gradually varying eddy diffusivity/conductivity [17] [29]. The latter feature is checked recently against a new set of measurements and LES data with promising results [16]. Of course, the models cannot agree in certain details, simply because of intrinsic differences in their respective nature, ranging from turbulence parameterizations, spatial dimensions involved, grid-point distribution to the boundary conditions, etc. [11]. Nonetheless, it appears that both models converge in their message about the spatio-temporal evolution of the V-component shown in Figure 3; likewise, the models agree in the other fields (not shown, also see [11] [17]).

![Figure 3. The slope-parallel wind component V as obtained analytically (left) using WKB method [17] and (right, as in Figure 2c) by MIUU mesoscale model [11, this study]. Both models show a vertical diffusion of the V component. Certain quantitative differences between the analytical and numerical model arrive from two classes of a multitude of reasons. One is in the underlying model basic assumptions, another is in their technical formulations, e.g. spatio-temporal resolution, etc. [5]. A few details about the simulations: the Coriolis parameter, slope angle, surface potential temperature deficit and background temperature gradient are \((f, \alpha, C, \Delta\theta/\Delta z) = (10^{-4} \text{ s}^{-1}, -2.2^\circ, -6.5^\circ, 5 \times 10^{-3} \text{ K(km)}^{-1})\). Moreover, in the analytic model only (left), the additional parameters are the Prandtl number, height and the maximum eddy conductivity: \((Pr, h, K_{max}) = (1.1, 200 \text{ m}, 2 \text{ m}^2\text{s}^{-1})\); these model details are in [17].]
In modeling cases inevitably deploying much too poor spatial resolution, to resolve the LLJ with at least three to four vertical gridpoints, another point is that a katabatic LLJ is also likely to appear below the lowest NWP model level. At the same time, most of NWP models use some version of Monin-Obukhov length, $L$, to parameterize the near-surface fluxes; this length does not sense any terrain slope (which is increasingly resolved with ever finer resolution in NWP models), i.e. it assumes horizontal homogeneity for the near-surface flow variables. Hence, $L$, as such, cannot accommodate any direct influence of katabatic (or anabatic) flows. For such situations, a modified Monin-Obukhov length, $L_{MOD}$, has been recently proposed [14]. It includes a possible bulk effect of katabatic LLJ; the latter height may be estimated from the background flow variables and underlying terrain parameters. This work, as well as a few other contemporary findings [20] [19] [14] [22] [31] [10], give strong evidence that there is no critical $Ri$ pertaining to shifts back and forth between turbulent and laminar geophysical flow regimes. Various turbulent forms exist at various $Ri$ values. To put it simply, historically we did not relate $Ri$ and $Pr$ values for the SABL flows appropriately; this seems now to be quite a settled issue which also discards the existence of critical $Ri$ [3] [22] [31] [18].

2.3. Simplified TKE equation and a new generalized “z-less” length-scale

An extension of (1) follows together with future work remarks. A few plausible derivations for new “z-less” mixing length-scales stem from a few recent works [3] [11] [31], thus allowing for another new result of this study. Let us start with the prognostic equation for TKE under typical simplifying conditions such as horizontal homogeneity, Boussinesq and hydrostatic approximation and the absence of a mean vertical motion:

$$\frac{\partial (TKE)}{\partial t} = -\tau \frac{\partial u}{\partial z} + g \frac{w}{\Theta} \frac{\partial w}{\partial z} - \frac{\partial}{\partial z} \left[ w \left( \frac{P}{\rho_b} + TKE \right) \right] - \varepsilon \cdot (2)$$

The terms have their usual meaning in this well known equation: the local rate of change of $TKE$ on the LHS is balanced by the consecutive terms on the RHS: the shear production, buoyant destruction (in the SABL, while in the CABL this is a source term), transport and redistribution due to pressure- and turbulence-correlations (“fluxes of turbulent fluxes”) and viscous dissipation, respectively. Next, we assume a steady-state and neglect transport and redistribution terms.
The steadiness assumed also implies here that the mixing length-scale will not remember its own history, i.e. it will be a diagnostic quantity that immediately adjusts to the conditions imposed. Transport and redistribution terms, the square brackets on the RHS of (2), are notoriously difficult both to measure and to model; sometimes these are treated as diffusive-like processes, sometimes are simply leftovers from a bulk budget of the other terms in (2). Furthermore, we parameterize the momentum and heat fluxes in (2) as $K_m$ and $K_h$, where $K_m$ and $K_h$ are eddy diffusivity and conductivity and $S$ is (again) the absolute shear. The last term in (2) is parameterized as $\epsilon = b(TKE)^{3/2} / \Lambda$, where $b$ is an empirical constant and $\Lambda$ is a new mixing length-scale ($\Lambda$ replaces $\text{Istab}$ from (1)). Under these simplifications (2) becomes:

$$0 = K_m S^2 - K_h N^2 - \frac{b (TKE)^{3/2}}{\Lambda}$$

signifying that the buoyant destruction and viscous dissipation (last two terms) compete in partitioning $TKE$ after the mechanical/shear production of $TKE$.

There are a few ways to proceed from (3) in order to estimate $\Lambda$, the goal of this subsection. A simple, 1st order closure would assume, based on the absolute shear $S$: $K_m = a_1 \Lambda^2 S$ and likewise $K_h = a_1 \Lambda^2 S / Pr$, where $a_1$ is a model constant and $Pr$ is again turbulent Prandtl number; typically $Pr \geq 1$ in the SABL [14] [17] [22] [31]. A more advanced and, arguably, better parameterization would be a higher-order closure, with a simplest form as $K_m = a_2 A(TKE)^{1/2}$ and likewise $K_h = a_2 A(TKE)^{1/2} / Pr$. When either of these parameterizations is plugged in (3), the following expression for $\Lambda$ ensues (the first index will be for the 1st order closure, the second index will be for the higher-order closure in $A_{1, 2}$):

$$\Lambda_{1, 2} = c_{1, 2} \frac{(TKE)^{1/2}}{S(1 - Ri / Pr)^{1/2}}$$

where $c_{1, 2}$ are appropriate coefficients obtained from $b$, $a_1$ or $a_2$, respectively; moreover, the root exponent in the denominator in (4) is either $1/3$ or $1/2$ for the 1st or the higher-order closure, respectively. While in higher-order closures TKE is most often forecasted, in 1st order schemes it may be only diagnosed. After including an important recent finding about the SABL that

$$Pr \approx 0.8 + 5 \text{ Ri}$$


from [31] into (4), it appears that the denominator in (4) may be justifiably expanded into binomial series since for the SABL (5) gives \( \max(\text{Ri}/\text{Pr}) \leq 0.2 \). Hence, a newly proposed “z-less” mixing length-scale is (based on a two-term binomial expansion):

\[
\Lambda_{1,2} = c_{1,2} \frac{(\text{TKE})^{1/2}}{\$} \left( 1 + \frac{\text{Ri}}{(3,2)\text{Pr}} \right),
\]

which appears as a modification of (1). For generality (5) was not plugged in (6), the latter only needs the asymptotic range of values for the ratio \( \text{Ri}/\text{Pr} \). In fact, there is a whole class of the above parameterizations, between 1\(^{st}\) and 2\(^{nd}\) order closures, that yield to the same basic formulation: \( \Lambda \sim (\text{TKE})^{1/2}/\$ \).

If \( K_m \) and \( K_h \) were parameterized in (3) as

\[K_m = a_3 \left( \frac{\text{TKE}}{\text{N}} \right) \]
\[K_h = a_3 \frac{\text{TKE}}{(\text{Pr}\text{N})} \]

respectively (strictly \( \text{Ri} > 0 \)), which also makes sense for the VSABL, one would end up, instead of (4), with

\[
\Lambda_i = c_i \frac{(\text{TKE})^{1/2}}{\$} \frac{\text{Pr}^{1/2}}{\left( 1 - \frac{\text{Ri}}{\text{Pr}} \right)},
\]

again, due to (5), this allows its binomial series for the denominator’s second factor, similar to that in (6). Also note from (4) (or (6)) and (7) that \( \Lambda \) for the 1\(^{st}\) order parameterization is somewhat less sensitive to the ratio of \( \text{Ri}/\text{Pr} \) than the higher-order closures. Furthermore, we conclude that most of sensible parameterizations, that are between 1\(^{st}\) and 2\(^{nd}\) order turbulence closures, for the SABL (above the immediate surface sub-layer) are best handled with a “z-less” mixing length scale of type

\[
\Lambda = \text{const} \frac{(\text{TKE})^{1/2}}{\$} f(\text{Ri}, \text{Pr}),
\]

where \( 0 < \text{const} < 1 \) and \( f(\text{Ri}, \text{Pr}) \) is a relatively simple function, or even a simpler series expansion, already shown for two overall cases to be \( \approx 1 + \text{Ri}/(3\text{Pr}) \), or \( 1 + \text{Ri}/(2\text{Pr}) \); while in the third case discussed it is \( \approx (\text{Ri})^{1/2}(1+\text{Ri}/\text{Pr}) \). For both 1\(^{st}\) order- and higher-order closure schemes in general, the respective single coefficient entering to the RHS of either (6), (7) or (8) is a priori known number from the respective definitions of eddy diffusivities (see between (3) and (4), or above (7)) in each particular NWP and climate models used. Mesoscale models with advanced higher-order turbulence
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closures, as e.g. MIUU model [2] [7] [8] [1] [23], usually possess a multiple combination/choices for obtaining eddy diffusivity and conductivity under stable conditions; note that a suitable set of options and entering coefficients is already accommodated implicitly with the proposed $\Lambda$. Namely, any combination of these parameterizations discussed end up with (8), i.e. $A \sim (TKE)^{1/2}/$. This generality of $A$ is provided by the systematic reduction of the eqn. for $TKE$, (2) toward (3), which still secures a three-term balance used for the estimation of $A$. Aside from the constant in (8), it is indicated that the function multiplying the “z-less” length-scale $(TKE)^{1/2}/$, i.e. $f(Ri, Pr)$, is progressively more sensitive to $Ri$ and $Pr$ inter-relation for higher-order closure parameterizations than for the 1st order closure. This finding suggests that higher-order closures should be better in handling the VSABL structures and its turbulence than the 1st order closures because the former ones are more responsive to multiple-scale processes and their variations of $Ri$ and $Pr$. Preliminary tests with MIUU model show that $A_2$ from (6) behaves in accordance with the expectation, i.e. there is no noticeable difference between the katabatic flow simulations already displayed using (1), and the one obtained with (6), in particular with $A = 0.2685 \times (TKE)^{1/2}/(1 + 0.5 \times Ri/Pr)$, where all relevant coefficients are revealed now. Moreover, test runs are stable even after 30h of simulations. More testing is necessary before the newly proposed length-scale can be reliably used in all types of the SABL, but a further generalization of $A$ is already being derived based on a renormalization procedure like that for (6) through (8).

An indirect advantage of the formulation (6) through (8) is that the explicit inclusion of the wind shear, followed by $Ri$ and $Pr$ local numbers, will be more sensible to minute flow variations, than former mixing length expressions for the SABL (e.g. the one above (1), not to mention the prescribed Blackadar scale, etc.). This enhanced $A$ sensitivity to shear effects could be instrumental in sensing other, even non-local effects on turbulence, such as buoyancy waves, thus indirectly $A$ being susceptible even to the transport/redistribution terms. Further testing is left for new studies and is beyond this analysis. Although (4), (6), (7) and/or (8) may have problems in handling turbulent mixing with the wind shear diminishing faster than $(TKE)^{1/2}$, which is possible in certain strongly-stratified weak-wind conditions, it remains to be seen if this length-scale proposed will bring some practical improvements in modeling VSABL flows. The latter type of VSABL is apparently determined most of its lifetime by unknown dynamics and physics [20] [3] [19] [10] [5]. Without suitable measurements there, we may not even know whether the relatively weak
turbulence in the weak-wind VSABL is transported and/or redistributed from elsewhere and then only (partially) destroyed in this VSABL.

3. Concluding Remarks

Several aspects of the ABL are reviewed and discussed; the emphasis has been on modeling, in particular, on parameterizing turbulence in the SABL. While the “classical” SABL, that is always weakly stratified (i.e. $Ri \ll \infty$, typically, $0 < Ri \leq 1$), is modeled reasonably well during the last few decades or so, strongly stable cases, i.e. the VSABL (where typically $Ri >> 1$) is generally not understood well [21] [20] [3] [28] [11] [19] [14]. Various approaches have been envisioned [9] [10] [6] [5]. Here, a pragmatic approach is undertaken. In particular, excessively diffusive and too deep SABL flows, often appearing in numerical models, are discussed in the light of the recently proposed alleviation of this problem [11]. The latter demanded an explicit inclusion of the vertical shear of horizontal wind. A generalization of this proposal is given here in the view of a simplified $TKE$ eqn. and a set of subsequent parameterizations for the mixing length-scale.

Long lived SABL over relatively long inclined surfaces often consists of persistent katabatic flows triggering the corresponding cross-slope wind component $V$ due to the Coriolis effect [30] [17] [27] [29]; $V$ diffuses upwards without a steady state. This type of the SABL flow has been modeled analytically, through the calibrated Prandtl model (with vertically varying prescribed eddy diffusivity and conductivity, solved either numerically, or via the $WKB$ method), and simulated via MIUU mesoscale model. The results from these two very different models agreed only when the latter model used a more appropriate “$z$-less” mixing length scale (1).

The new generalized “$z$-less” mixing length-scale $\Lambda$ is proposed (4), (7) or (8). It is derived from a couple of most recent studies [3] [11] [31] that indicated a few important shortcomings of the current turbulence parameterizations for the SABL and its turbulence as modeled in NWP, air-chemistry and climate models. It basically states that $A \sim (TKE)^{1/2}$, almost regardless of the other parameterization details. This new length-scale remains yet to be checked in simulations against observations; a few preliminary tests for the katabatic flows already discussed, but now using the newly proposed $A_2$ from (6), show a promising behavior and agreement with (1).
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Appendix - list of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$, $a_i$, $b$</td>
<td>dimensionless coefficients in turbulence parameterizations</td>
<td></td>
</tr>
<tr>
<td>ABL</td>
<td>atmospheric boundary layer</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>terrain slope</td>
<td>rad</td>
</tr>
<tr>
<td>$C$</td>
<td>surface potential temperature deficit</td>
<td>°C</td>
</tr>
<tr>
<td>CABL</td>
<td>convective ABL</td>
<td></td>
</tr>
<tr>
<td>$c_i$</td>
<td>coefficients obtained from $a_i$ and $b$</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>dissipation of TKE</td>
<td>m$^2$s$^{-3}$</td>
</tr>
<tr>
<td>$f$</td>
<td>Coriolis parameter</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$g$</td>
<td>acceleration due to gravity</td>
<td>m$^2$s$^{-2}$</td>
</tr>
<tr>
<td>$h$</td>
<td>height of the maximum value of a prescribed eddy diffusivity or conductivity</td>
<td>m</td>
</tr>
<tr>
<td>$K_h$</td>
<td>eddy conductivity</td>
<td>m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$K_n$</td>
<td>eddy diffusivity</td>
<td>m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$K_{\text{max}}$</td>
<td>maximum value of a prescribed gradually varying eddy conductivity</td>
<td>m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$LLJ$</td>
<td>low-level jet</td>
<td></td>
</tr>
<tr>
<td>$I_{\text{STAB}}$</td>
<td>“z-less” turbulent mixing length-scale</td>
<td>m</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>“new generalized “z-less” mixing length-scale</td>
<td>m</td>
</tr>
<tr>
<td>MIUU</td>
<td>Meteorologiska Institutionen Uppsala Universitetet</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>buoyancy frequency</td>
<td>s$^{-1}$</td>
</tr>
</tbody>
</table>
NWP | numerical weather prediction
---|---
p' | turbulent fluctuation of pressure Pa
Pr | Prandtl number
Ri | gradient Richardson number
ρ₀ | mean density kg m⁻³
S | vertical shear of the horizontal wind s⁻¹
$|$=|S| | absolute shear s⁻¹
SABL | stable atmospheric boundary layer
t | time s (or h)
TKE | turbulent kinetic energy m² s⁻²
θ | potential temperature K
θ' | turbulent fluctuation of potential temperature K
U,V | (or with a bar on its top) horizontal mean wind components ms⁻¹
u,v,w | turbulent fluctuations of the wind field ms⁻¹
VSABL | very (strongly) SABL
WKB | name of a singular perturbation method
z | vertical coordinate m
(... | suitable averaging
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Chapter 4

MODELLING OF STRATIFIED AND TURBULENT FLOW

VLADIMÍR FUKA, JOSEF BRECHLER and ALEŠ JIRK

Department of Meteorology and Environment Protection, Faculty of Mathematics and Physics, Charles University, Prague, Czech Republic

When modelling a flow in the atmosphere and the processes strongly influenced by it (e.g., the dispersion of air pollution), it is important to appreciate that the properties of both the flow itself and the dispersion are affected by the flow regime; i.e., whether the flow is turbulent (as is almost always the case in the atmosphere) or laminar. A second factor that might complicate atmospheric flow is stability, which depends on the nature of vertical temperature stratification.

In the first part of this chapter, we demonstrate the impact of vertical temperature stratification on flow structure, modelled via the Boussinesq approximation and by varying the Froude number (Fr). The flow is assumed to be laminar and is modelled in 2D.

Next, we review several approaches to treating turbulence in modelling studies, with an emphasis on an implicit large-eddy simulation. The results of Taylor–Green vortex computations performed using this method are compared with the results of a direct numerical simulation at moderate Reynolds numbers. Several quantities are considered, including the kinetic energy dissipation rate, probability density functions of turbulent fluctuations, and 3D energy spectra.

Keywords: turbulence, large eddy simulation, Taylor-Green vortex, stratification, buoyancy, Boussinesq approximation, Navier-Stokes equations, continuity equation, square cylinder, kinetic energy spectrum

1. Introduction

The behaviour of fluids is a subject of interest across a broad field of fluid mechanics. There occur great differences in behaviour between fluids depending on, for example, whether they obey Newton’s law (so-called Newtonian fluids). Fluids can also be classified based on the speed of fluid motion. In the case of a low fluid speed (i.e., Mach number $M$ (speed of fluid/speed of sound) $\ll 1$), the fluid can be treated as incompressible. This case applies to many problems regarding geophysical fluids, and explains why the atmosphere is commonly taken to be incompressible.
There are two main regimes of fluid flow: laminar and turbulent. It is important to bear in mind that whether a flow lies in the turbulent or laminar regime does not depend on the fluid itself, as it is not a material property. A given fluid can exist in the laminar flow regime under certain conditions, but become turbulent when the conditions change.

The parameter used to distinguish laminar from turbulent flow is the Reynolds number (Re), defined as the ratio of inertial forces to viscous forces. This is expressed mathematically as $Re = \frac{UL}{\nu}$, where $L$ denotes the length scale of the problem, $U$ is the velocity scale and $\nu$ is the kinematic viscosity of the fluid. Flow becomes turbulent when inertial forces are dominant ($Re \gg 1$), whereas laminar flow occurs when viscous forces are dominant.

Another important property that affects flow behaviour is vertical temperature stratification. This is mainly relevant to problems concerned with geophysical fluids, of which atmospheric flow is an important subject. The simplest case is an isothermal flow, for which there is no influence of thermal convection (either positive or negative), which is a consequence of the vertical temperature gradient. If a temperature gradient exists, its influence should be taken into account in the equations used to describe flow behaviour.

Many books and journal articles describe the physics of fluid flow and mathematical methods that can be used to solve model equations. Among such books, one must mention the classical work by Batchelor [1] and the work on fluid flow by Deville, Fischer and Mund [2]. The mathematical methods used for the computation and modelling of fluid flow represent a branch of science referred to as computational fluid dynamics (CFD), which has received much attention in the literature [3] [4] [5] [6].

The first part of this contribution deals with the modelling of stably stratified flow in the atmospheric planetary boundary layer (PBL). The second part considers a method of modelling the turbulence in the atmosphere. Most of the books that deal with CFD mention the Boussinesq approximation — a method of taking into account temperature stratification. This approach is relatively simple and is easily implemented in the Navier–Stokes equations that describe the conservation of momentum in the solved problem. This approach is employed in the modelling undertaken as part of the present study. For modelling turbulent flow, we used the Implicit Large Eddy Simulation (ILES) [7]. This recently proposed method appears to be highly promising. Here, we present preliminary results based on the use of ILES for a Green–Taylor vortex.

The remainder of this chapter is organised as follows. Section 2 contains the basic equations that describe flow, along with simplifications and
modifications, and parameters such as the Reynolds and Froude numbers. Section 3 describes the stratified flow approach to modelling, and results are presented in Section 4. Section 5 deals with ILES and the numerical methods that enable its use, together with some results of ILES modelling. Finally, concluding remarks are presented in Section 6.

2. Basic Equations

This section introduces a basic set of equations that describe fluid flow, together with simplifications. As we are interested in the flow of air, we refer to air when we use the word “fluid”. In the most general form, this set of formulas consists of equations that describe the conservation of momentum, mass and energy. Because these equations, together with their derivations, are well known and described in every textbook on fluid mechanics, only the dimensional forms of these equations are presented here.

The continuity equation in differential form reads as follows:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0 ,
\]

where \( \rho \) is the density of air, \( t \) is time, \( \mathbf{u} \) is a velocity vector with components \((u, v, w)\) and \( \nabla \) is a Hamilton’s (nabla) operator. This equation is valid to the limit at which the volume of the element for which it has been derived approaches zero.

In deriving the energy conservation equation, one can start directly from the 1\(^{st}\) law of thermodynamics. When using the formulas of thermodynamics, the potential temperature \( \Theta \) is defined as

\[
\Theta = T \left( \frac{1000 \text{ hPa}}{\rho} \right)^\kappa ,
\]

where \( \kappa = R/c_p = 0.286 \) and \( R \) is a gas constant for dry air. The thermodynamic energy equation reads

\[
\frac{d \Theta}{dt} = \frac{d \Theta}{dt} + (\mathbf{u} \cdot \nabla) \Theta = \frac{\Theta}{c_p T} \frac{dQ}{dt} .
\]
where $T$ is temperature and $\frac{dQ}{dt}$ is the diabatic heating rate, which consists of all the energy sources and sinks due to non-adiabatic processes (e.g., phase changes or radiation). Given certain assumptions, it is possible to rearrange this equation to a more simplified form commonly used in atmospheric models.

The differential form of the momentum conservation equation is

$$\frac{\partial \rho u}{\partial t} + \text{div} (\rho uu) = -\text{grad} \rho + \text{grad} \left( \frac{\mu}{3} \text{div} u \right) + \text{div} (\mu \text{grad} u) + \rho g ,$$  

(4)

where $p$ is pressure, $\mu$ denotes dynamic viscosity, and $g$ is the gravitational acceleration vector with components $(0, 0, -g)$. Equation (4) can be further simplified, as discussed below.

### 2.1. Simplification of conservation equations

The conservation equations stated above can be simplified in the case that certain assumptions are valid. Suppose that the Mach number of atmospheric flow is very low ($M \ll 1$). This assumption is valid for the majority of processes occurring in the atmosphere, especially in the boundary layer. It is then possible to treat the atmosphere as incompressible and to neglect local and temporal changes in density in the continuity equation. The continuity equation can then be written as a condition for the non-divergence of fluxes:

$$\nabla \cdot (\rho u) = 0 .$$  

(5)

The continuity equation for flow of an incompressible and constant-density fluid is

$$\nabla \cdot u = 0 .$$  

(6)

This equation describes a real situation, at least in the lower part of the atmospheric boundary layer.

Another simplification deals with the momentum conservation equation, which in the case of constant density can be written as

$$\frac{\partial u}{\partial t} + \text{div} (uu) = -\frac{1}{\rho} \text{grad} \rho + \text{div} (\nu \text{grad} u) + b ,$$  

(7)

where $b$ is the buoyancy force, given as
Modelling of Stratified and Turbulent Flow

\[ b = \frac{\partial \theta^\prime}{\partial z} k g \, , \]  

(8)

where \( \theta^\prime \) is the perturbation of the potential temperature, \( \overline{\theta} \) is its spatial mean, and \( k \) is the vertical unit vector. This approach is referred to as the Boussinesq approximation [2] [3] [5].

If one models the incompressible and isothermal flow of a constant-density fluid, the basic set of equations is given by the continuity equation (Eq. (6)) and the momentum equation (Eq. (7)), with the buoyancy term \( b \) set equal to zero. If the model does not describe an isothermal situation, Eq. (3) must be added to the set of model equations and the buoyancy term \( b \) should be specified more precisely via Eq. (8).

2.2. Dimensionless form of equations

For any problem describing fluid flow, one can choose at least two parameters that characterise the problem. For constant-density and isothermal flow past an obstacle, these parameters are the length scale of the problem \( L \) (e.g., for flow around a cylinder the length scale can be the diameter of the cylinder) and a velocity scale \( U \) (e.g., the flow velocity far upstream of the cylinder). Using these scales \( (U \text{ and } L) \), all the dimensionless variables can be defined as follows:

\[ u^\ast = \frac{u}{U}, \quad x^\ast = \frac{x}{L}, \quad t^\ast = \frac{tU}{L}, \quad p^\ast = \frac{p}{\rho U^2} \, . \]  

(9)

When we express dimensional variables via the above scales and dimensionless variables and substitute them back into the equations, we obtain the model equations in the dimensionless form:

\[ \nabla \cdot u^\ast = 0 \, , \]  

(10)

and

\[ \frac{\partial u^\ast}{\partial t} + \nabla (u^\ast u^\ast) = -\nabla p^\ast + \frac{1}{\text{Re}} \nabla^2 u^\ast + \frac{b^\ast}{\text{Fr}} \, . \]  

(11)

The continuity equation remains unchanged, whereas the new parameters \( \text{Re} \) and \( \text{Fr} \) appear in the momentum equation. \( \text{Re} \) is the Reynolds number (as
described above) and $Fr$ is the Froude number, defined as the ratio of inertia forces to gravity forces:

$$Fr = \frac{U^2}{gL}.$$  \hspace{1cm} (12)

For $Re \gg 1$, inertia forces dominate and viscous forces, being negligible, can be omitted. The influence of turbulence must be taken into account in the momentum equations, as considered below in the section 5. The influence of the Froude number is discussed in greater detail in the section 3.

The method described above is the most frequently used in rendering the equation dimensionless, but alternative methods are available. The appropriate method depends on the nature of the problem and the employed basic scales. The Richardson number ($Ri$) is important in terms of stability analysis. There exist many different ways to express $Ri$ \cite{9}. Here, we use $Ri = Gr/Re^2$, where $Gr$ is the Grashof number \cite{10}. In the following text, all variables are dimensionless (the use of an asterisk is omitted for simplicity). The use of dimensional variables is clearly stated where appropriate.

3. Stratified Flow

A dimensionless form of the momentum equation is given by Eq. (11). When $\mathbf{b}$ is expressed by the potential temperature and acceleration due to gravity $g$, the final form of the non-dimensional equation of motion with a Boussinesq approximation is

$$\frac{\partial \mathbf{u}^*}{\partial t} + \nabla \cdot (\mathbf{u}^* \mathbf{u}^*) = -\nabla p^* + \frac{1}{Re} \nabla^2 \mathbf{u}^* - \frac{\theta'^*}{\mathbf{Fr}^*} g^*.$$  \hspace{1cm} (13)

where an asterisk denotes non-dimensional.

The system of equations must be closed by the equation for perturbations in potential temperature. Starting with the continuity equation (Eq. (1)), after some manipulation we have

$$\frac{\partial \rho'}{\partial t} + (\rho + \rho') \nabla \cdot \mathbf{u} + \mathbf{u} \cdot (\nabla \rho') + u_3 \frac{\partial \rho}{\partial x_3} = 0.$$  \hspace{1cm} (14)
Using Eq. (14), together with the application of the continuity equation in the form of Eq. (6), we obtain the desired equation for potential temperature. The dimensionless and dimensional forms of this equation have the same expression:

\[
\frac{\partial \theta'}{\partial t} + \mathbf{u} \cdot \nabla \theta' = -u_3 \frac{\partial \theta}{\partial x_3} k,
\]

where \( k \) is the vertically pointing unit vector and all the variables are dimensionless.

3.1. Stratified flow model

In the previous section, we presented the equations that make up the model of stratified flow. The model, in which we assume a constant density except for density perturbations associated with temperature fluctuations, is formed using the continuity equation for incompressible flow (Eq. (6)), the momentum conservation equation with the Boussinesq approximation (Eq. (13)) and the equation that describes fluctuations in potential temperature (Eq. (15)). All of these equations are used in the dimensionless form, and, for simplicity, in the first trial computations a 2D approach was employed. Moreover, the value of the Reynolds number in all the treated problems ensured that the flow was laminar, meaning that it was unnecessary to use a turbulence model [15].

In the model, we used the fractional step method for incompressible flow [16]. In this method, the value of pressure for the next time step is computed by the solution to the Poisson equation. As a spatial discretization method, we used the finite volume method on a staggered grid [5]. The equations were solved using the total variation diminishing (TVD) Runge–Kutta method of the fourth order of accuracy. The non-linear advection (convective) terms were treated using the WENO scheme [17] [18] [19]. Additional details of this method can be found in the thesis by Jirk [15].

4. Results of Stratified Flow Modelling

We present the results of our modelling of stratified flow in two parts: first, the results of lid-driven cavity flows are presented and discussed; second, we consider flow past an obstacle placed in the stream of the flowing fluid. In both cases, the impact of stratification is clearly seen in the resulting flow patterns.
4.1. **Lid-driven cavity**

The lid-driven cavity flow problem was used as a testing scenario, in which neutral stratification was chosen (not shown here) to ensure that the results could be compared with those of previous studies [20-23]. The value of the Reynolds number was set to 100 (as in all lid-driven cavity flow problems), corresponding to laminar flow. The results obtained for neutrally stratified flow are in good agreement with the results of previous studies.

The influence of stratification on the flow can be controlled via the Froude number (Fr), which was set to 1 and 0.1. In general terms, the lower the value of Fr, the more stable the stratification.

The situation depicted in Figure 1 corresponds to a moderately stable situation. In comparing this result with the case of neutral stratification, we observe an important difference in the pattern of the circulation system. The main (primary) vortex is relatively confined to the upper lid and its axis is shifted to the upper-right (upwind) corner. In the case of stratification, only one secondary vortex exists, filling the entire bottom part of the cavity. As with the primary vortex, the secondary vortex is strongly asymmetric. This vortex is located in a region with a relatively low flow velocity.

![Figure 1. Lid-driven cavity flow problem. Moderately stable stratified flow, Fr = 1.](image)
With increasing stability (corresponding to decreasing Fr), the pattern of circulation changes. In this relatively stable situation, vertical exchange is strongly suppressed and the primary vortex is more strongly confined to the lid of the cavity. The majority of the bottom part of the cavity is filled with a chaotic system with very slow flow. The primary vortex is more asymmetric than in the previous case (Figure 2). The results depicted in Figs. 1 and 2 are in good qualitative agreement with those published by Iwatsu et al. [10] and Iwatsu and Hyun [24].

4.2. Flow past a square cylinder

The second set of results deals with the problem of flow past an obstacle immersed in the stream of fluid within a channel. The employed boundary conditions are as follows. At the inflow, we used the Dirichlet condition (with \( v = 0 \)) and a parabolic profile of the \( u \) component of the inflow velocity, with a maximum dimensionless value equal to 1 at the centreline and values of zero on each edge of the parabola. For both side walls of the domain, we applied the conditions \( u = 0 \) and \( v = 0 \). At the outflow boundary, we used the Neumann
condition ($\partial u/\partial x = 0$ and $\partial v/\partial x = 0$) together with a linear extrapolation to the boundaries for perturbations of potential temperature.

The parameters characterising the flow were Re = 200 and Fr = 1, 0.1 and 0.01. For the basic temperature field, we used a constant temperature gradient between the lower and upper walls. Decreasing Fr corresponds to an increase in the impact of stable stratification on the pattern of the flow field. The selected value of Re corresponds to a laminar flow. Figures 3 and 4 show the flow-field patterns, together with perturbations in the potential-temperature field, for the above values of Fr and Re.

The relatively unstable stratification derived from Fr = 1 is shown in Figure 3(a) and b). The magnitude of velocity is shown in Figure 3a) and the corresponding field of perturbations in potential temperature is shown in Figure 3b). Because the impact of stable stratification is relatively weak, wake structures behind the obstacle are clearly observed.
In the next step, we computed the flow pattern and perturbations in potential temperature for the same value of Re but for relatively stable conditions (i.e., Fr = 0.1; results not shown). In this case, wake effects observed behind the obstacle are less pronounced, but internal gravity waves are generated by the obstacle due to the increasing influence of stability.

In the third and final case, the Froude number is set to 0.01 and the Reynolds number remains unchanged (Figure 4a) and b). In this case, the influence of stability is responsible for a rapid damping of the wake effects and the generated waves have a higher frequency and shorter wavelength compared with those generated in the previous situation. This result is expected because the restoring force is enhanced by the greater stability of the fluid flowing past the obstacle.

In both of the above cases (lid-driven cavity flow and flow past an obstacle), stratification plays an important role in determining the flow pattern. The flow was laminar, meaning that the waves generated by the obstacle were not dissipated as intensively as would occur if the flow had been turbulent. In
the case of laminar flow, however, the impact of stratification on flow structure is clearly observed.

5. Implicit Large Eddy Simulation

Turbulence is a process in which fluid flow exhibits unsteady motions of a chaotic nature at various temporal and spatial scales. This wide range of scales explains why most turbulent flows cannot be computed using models that solve only the basic Navier–Stokes equations (i.e., direct numerical simulations; DNS). When the Reynolds number is large enough, the computational power required for this direct approach is many orders of magnitude larger than that currently available [25]. Because such cases represent the majority of industrial and environmental flows, it is important to be able to compute them using an alternative method that is less-computer-intensive, despite a loss in accuracy. Several approaches have been developed in this respect. Small scales of motion must be modelled with respect to large scales based on various assumptions regarding the behaviour of turbulent flow (e.g., the Kolmogorov theory of homogenous and isotropic turbulence).

Such modelling approaches can be divided into two classes. The earliest approach consists of the Reynolds-averaged Navier–Stokes equations (RANS), in which all turbulent motions are modelled using various turbulence models [26]. Such methods are strongly dependent on the right choice of turbulence model, which must be selected with respect to the type of flow. For example, jets and free shear layers can be successfully simulated using models that fail to accurately predict bounded flows.

The second approach, that of Large Eddy Simulation (LES), uses spatially filtered Navier–Stokes equations, and only models those scales that cannot be resolved explicitly on the computational grid. The sub-grid stress models in LES are similar to the turbulence models used in RANS. The earliest sub-grid models were based on the concept of turbulent viscosity, which depends on the filtered flow field (e.g., the strain rate directly bound to turbulent viscosity in the Lilly–Smagorinsky model). Additional details regarding classical LES can be found in the books by Sagaut [27], Geurts [25] and Lesieur et al. [28].

A relatively new field of turbulence modelling (i.e., ILES) [7] enables the computation of turbulent flow using methods most commonly employed for compressible fluid dynamics with shocks. These so-called shock-capturing schemes can describe flows with very strong gradients using convection terms with nonlinear numerical diffusion. This numerical dissipation is stronger in
areas with higher gradients and weaker in areas with lower gradients. Nonlinearity can be achieved using explicit numerical diffusion terms [29] (similar to traditional sub-grid stress models) or implicitly using flux or slope limiters [30] [31]. This latter approach has proved to be efficient in simulating compressible turbulent flows. Because of the monotonicity-preserving property of these schemes, this type of LES is also known as a monotonically integrated large eddy simulation (MILES). The most widely used of these types of methods are flux-corrected transport (FCT) [32], PPM [33] and MPDATA [34]. MPDATA is mainly employed for geophysical applications, which is also the aim of our work.

Most of the present ILES methods were developed in the framework of compressible flow solvers. Our aim was to develop and test a similar method using traditional incompressible code. Schemes for incompressible flows generally employ an artificial compressibility method or projection methods. In artificial compressibility methods, it is straightforward to use schemes for compressible fluid dynamics.

Projection methods, also known as fractional step methods [16], can be divided into two groups: exact and approximate projection methods. Approximate projection methods generally employ cell-centred grids and enable the ready use of high-resolution methods [35] [36] at the cost of difficult treatment of velocity–pressure coupling. Exact projection methods [37] provide excellent velocity–pressure coupling on staggered grids, but the usage of high-resolution methods is complicated.

The first example of an exact projection method on a staggered grid with a high-resolution advection scheme was proposed by Tau [38]. This scheme used the projection method developed by Bell, et al. [39] with the Godunov method for advective fluxes modified for a staggered grid in 2D. This unique combination was emphasised by Rider [40]. We chose this method as a base for our 3D model for an incompressible ILES. The main stages of each time step of the projection method are as follows:

\[
\frac{\mathbf{u}^* - \mathbf{u}^n}{\Delta t} + \nabla p^{n+1/2} = -\left[(\mathbf{u} \nabla) \mathbf{u}^r\right]^{n+1/2} + \frac{1}{2} \left( \Delta \mathbf{u}^r + \Delta \mathbf{u}^{*r} \right), \tag{16}
\]

\[
\tilde{\mathbf{u}} = \mathbf{u}^r + \nabla p^{n-1/2}, \tag{17}
\]

\[
\Delta \varphi = \nabla \cdot \tilde{\mathbf{u}}, \tag{18}
\]
\[ u^{n+1} = \ddot{u} - \Delta t \nabla \varphi, \quad (19) \]

and

\[ p^{n+1/2} = \varphi, \quad (20) \]

where \( u' \) does not obey the continuity equation and in the next stage is projected onto a solenoidal field using the so-called pressure form of the exact projection. The scheme has a high spatial resolution because of the use of slope limiters, which limit the derivatives of the variables in computational cells, meaning that no new extrema are created [41].

![Figure 5. Dissipation of kinetic energy at a resolution of 256^3.](image)

5.1. **Results of computations of the Taylor–Green vortex using ILES**

Here, we present the results of our computation of the Taylor–Green vortex using the ILES method. The Taylor–Green vortex serves as a simple example of free flow with a transition to turbulence and subsequent turbulent decay. This flow has previously been used for this purpose [42-44]. A comparison is usually
made with the DNS data of Brachet [45-46]. This flow is defined in a box of 
$(0, 2\pi)^3$ by initial conditions for the velocity in the form

\begin{align*}
u &= \sin(x)\cos(y)\cos(z), \quad (21) \\
v &= \cos(x)\sin(y)\cos(z), \quad (22) \\
w &= 0, \quad (23)
\end{align*}

and by the pressure given by

\begin{align*}
p &= p_0 + \frac{(2 + \cos(2z))(\cos(2x) + \cos(2y))}{16}, \quad (24)
\end{align*}

where the value of $p_0$ is arbitrary (in the case of incompressible flow).

The Taylor–Green vortex shows complex behaviour. The flow is initially 
purely two-dimensional, but eventually forms vortex sheets that break into 
smaller eddies; after $t \approx 5$ the flow becomes turbulent. According to the results 
of DNS [46], $t \approx 9$ is the peak of enstrophy and kinetic energy dissipation. After 
this peak, the turbulent eddies dissipate in a self-similar energy cascade.

We performed our calculations on uniform grids with $128^3$ and $256^3$ 
cells. Molecular diffusion was set to zero. For comparison, we looked at DNS

![Figure 6. Probability density function of $\partial u/\partial y$ in $t = 40$.](image-url)
results [46] at Re = 5000, which are very similar to the results at Re = 3000 and are therefore close to being independent of the Reynolds number. Figure 5 shows the time history of the dissipation of kinetic energy, defined as

\[ \varepsilon = -\frac{dK}{dt} = -\frac{d}{dt} \left( \frac{\|u\|^2}{2} \right), \]  

and scaled to enable a direct comparison with results obtained using DNS. It is clear from the figure that the main features of the time dependence are captured by the calculations. The 128\(^3\) runs produced broader and lower peaks than the 256\(^3\) runs. In both cases, however, the top of the main peak was lower than that obtained using DNS, in good agreement with other ILES simulations [44]. The peaks also occurred a little later than that in DNS. The differences between individual limiters are clearly visible. The most distinct is the minmod limiter, which is overly diffusive. Among the other limiters, the extended minmod appears to produce results most similar to those obtained using DNS. The results presented below correspond to a resolution of 256\(^3\) and the extended minmod limiter.

In the case of kinetic energy, for a short time interval around \( t = 10 \) there exists an area with scaling of approximately \( K = t^{-1.2} \), but for \( t > 12 \) there is a

![Figure 7. Probability density function of \( p \) in \( t = 40 \).](image)
clear scaling of $K \sim r^{-2}$. This finding is in agreement with previous results\textsuperscript{44}, but our $t^{-1/3}$ interval appears to be relatively short.

At time $t = 40$, we also computed the probability density functions (PDFs) of the velocity gradients (Figure 6) and pressure (Figure 7). For the velocity, the tails of the distributions show an almost exponential behaviour, as expected. For the pressure, the distribution is asymmetric. Figure 8 shows the temporal development of the 3D kinetic energy spectra, revealing the development of the energy cascade from the single initial wavenumber. Over a sufficient time period, the energy spectrum contains a clear inertial subrange with the Kolmogorov $k^{-5/3}$ power law, at least for moderate wavenumbers. The higher wavenumbers are probably affected by the numerical dissipation of the scheme. Similar results have been reported in a previous study \textsuperscript{43}.

7. Conclusions

In this chapter, we presented several options for treating two important features of environmental flow in CFD models: stratification causing buoyant forces to act on the fluid, and turbulence that strongly changes and complicates fluid behavior at high Reynolds numbers. Our analysis focussed on the Implicit Large Eddy simulation, and we presented numerical results for stratified and turbulent flows.
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APPENDIX - LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>artificial momentum source term</td>
<td>[L·T^{-2}]</td>
</tr>
<tr>
<td>Fr</td>
<td>Froude number</td>
<td></td>
</tr>
<tr>
<td>Gr</td>
<td>Grasshof number</td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>kinetic energy density</td>
<td>[L^2·T^{-2}]</td>
</tr>
<tr>
<td>$L$</td>
<td>length scale</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>Mach number</td>
<td></td>
</tr>
<tr>
<td>$R$</td>
<td>specific gas constant</td>
<td>J·kg^{-1}·K^{-1}</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
<td></td>
</tr>
<tr>
<td>Ri</td>
<td>Richardson number</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
<td>K</td>
</tr>
<tr>
<td>$U$</td>
<td>velocity scale</td>
<td></td>
</tr>
<tr>
<td>$c_p$</td>
<td>specific heat at constant pressure</td>
<td>J·kg^{-1}·K^{-1}</td>
</tr>
<tr>
<td>$b$</td>
<td>buoyancy</td>
<td>[L·T^{-2}]</td>
</tr>
<tr>
<td>$g$</td>
<td>gravitational acceleration</td>
<td>[L·T^{-2}]</td>
</tr>
<tr>
<td>$k$</td>
<td>unit vector in direction $z$</td>
<td></td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
<td>[L·T^{-2}]</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
<td>[T]</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity vector with components $(u,v,w)$</td>
<td>[L·T^{-1}]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>dynamic viscosity</td>
<td>[M·L^{-1}·T^{-1}]</td>
</tr>
<tr>
<td>$v$</td>
<td>kinematic viscosity</td>
<td>[L^2·T^{-1}]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
<td>[M·L^{-3}]</td>
</tr>
<tr>
<td>$\theta$</td>
<td>potential temperature</td>
<td>K</td>
</tr>
</tbody>
</table>
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Chapter 5
THE ENVIRONMENTAL HYDRAULICS OF TURBULENT BOUNDARY LAYERS
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Turbulent flow over rough boundaries is a common occurrence in nature and the subject of much interest in a range of disciplines. It has long been recognized that the geometry of the boundary (or surface) dictates the flow and turbulence structure on a mean and instantaneous time scale. However, the mechanisms linking flow characteristics to roughness geometry remain poorly quantified, which has implications for our understanding of a variety of processes, particularly those occurring in the near-boundary region. It has been demonstrated that temporal and spatial variations in flow structure are sensitive to a range of geometric parameters describing the boundary geometry. We review the experimental evidence for rough boundary/flow interactions across different disciplines. A synthesis reveals that (1) different approaches have led to the adoption of a variety of parameters that are used to describe boundary roughness, and (2) that different criteria are used to evaluate the relative effects of boundary roughness. Moreover, (3) much of the experimental data relates to idealized surfaces that do not reflect the complexity of natural boundaries, or (4) is taken in low Reynolds number flows, and generally cannot be applied to aquatic flows in nature. The implications for our understanding of near-bed aquatic processes in turbulent boundary layers are discussed, and suggestions for future research approaches are presented.

Keywords: boundary layer; d-type roughness; flow separation; flow structure; K-type roughness; Relative roughness; Reynolds number; roughness geometry; roughness index; roughness layer; similarity hypothesis; turbulence; turbulent wake

1. Introduction

Unidirectional turbulent flow over rough boundaries (or surfaces) is a common occurrence in nature and the subject of much interest in a range of disciplines that can classified under the rubric of environmental hydraulics. One of the best models of this phenomenon is given by flow over a flat plate [40]. This model provides an ideal or theoretical condition on which to study hydraulic flows in the laboratory and field, and reasonable framework to contrast with nature.
The basic concept is that fluids cannot usually penetrate a boundary and this leads to a velocity gradient ($\partial u/\partial z$, where $u$ is the velocity in the $x$, or downstream, direction and $z$ is the height) perpendicular to the boundary, which increases outward to the free stream velocity ($U_0$). The region of reduced flow (i.e., < 0.99 $U_0$) is arbitrarily referred to as the boundary layer, which has a thickness $\delta$, and is a function of the Reynolds number, $Re = l u / v$ (where $l$ is a length scale and $v$ is the kinematic viscosity) and $x$, in the case of a flat plate. Close to the surface, the boundary layer will become turbulent when the local $Re$ ($Re_x = u_x / v$) approaches a critical value of 3 to 5 x $10^5$, in the case of a flat plate oriented parallel to the flow. In nature this transition is accelerated by the presence of roughness or obstacles on the boundary [40]. The vertical structure is also important in a fully developed boundary layer: (1) The layer adjacent to the boundary is referred to as the viscous sublayer ($\delta_v \approx 10 \nu / u^*$, where $u^*$ is the friction velocity, a scale related to $\partial u / \partial z$ near the boundary) in which viscous forces dominate. The viscous sublayer includes a thin diffusional sublayer immediately adjacent to the boundary ($\delta_D = \nu u^* (\nu D)^{-1/3}$, where $D$ is the molecular diffusivity) [33] where diffusive processes dominates. (2) The next layer is the inertial sublayer or log layer ($\delta_\text{I} = 0.15 \delta$), which is a region of rapidly increasing velocity where inertial forces dominate. (3) The outer layer of the boundary layer represents a transition to the free stream flow (Figure 1).
Given that the boundary layers concept is based on spatial and velocity scales it should not be surprising to find that they can be embedded in one another, i.e., there may be a series of boundary layers of increasing sizes defined for (1) a larval mayfly on (2) a pebble in (3) a pebble cluster, on (4) the streambed [6]. Boundary layer flow is not isolated from upstream or downstream obstructions, nor is the flow necessarily uniform over them [19]. Lastly, boundary layers can also be generated by other types of water motion (e.g., wave current boundary layers).

The velocity within a boundary layer can be modeled mathematically using the law of the wall, which is a representation of the aforementioned vertical structure. Specifically, the velocity ($u$) is given as a function of the height ($z$) given by

$$u = \frac{U_*}{\kappa} \ln \left( \frac{z}{z_0} \right)$$

(1)

where $\kappa = 0.4$ is the von Kármán constant, and $z_0$ is the roughness height. This model allows for the modeling of many flow conditions and also for the estimation of parameter values from data. For example, $u_*$ is equal to $U_*$ multiplied by the slope of the linear regression of $u$ on the natural logarithm of $z$ in the log layer, and $z_0$ is equal to the base of the natural logarithm ($e$) raised to the value of the $y$ intercept of the same regression [3] (Figure 2). Such estimates provide the ability to quantify the boundary, bed or wall shear stress ($\tau_w$), which is the quotient of the shearing force and the area of the boundary, i.e., $\tau_w = \rho u_*^2$. Indeed, much of the challenge associated with environmental hydraulics has been to model flows and estimate parameters under non-ideal conditions that exist due to a number of factors especially bed roughness. These issues are the subject of this chapter, which focuses on flowing or lotic systems (i.e., rivers and streams).
2. Understanding Boundary Roughness

In river channels, the boundary layer typically extends to the water surface due to relatively small ratio of flow depth \(d\) to roughness height \(k\) (i.e., \(d/k\) or relative roughness). The velocity characteristics of fluvial boundary layers have been extensively studied (e.g., [7] [9] [31] [2]). The shape of the downstream velocity profile, the velocity gradient, the turbulent flow characteristics and their links to sediment transport and bedforms have been common research themes in past decades [38].

A basic distinction can be made between the log-layer and outer region in a hydrodynamically rough turbulent boundary layer. The majority of boundary layer research has focused on uniform boundary roughness, or the identification of a common equivalent roughness height, \(k_e\), which represent a spatial averaging of the roughness. The flow is said to be hydrodynamically rough when \(k_e > 5\delta_v\) (i.e., the roughness element extends above the viscous sublayer; see below). This condition is met in most rivers, and other fully turbulent flows, where vortices generated around individual roughness elements or impinging from the log layer permanently disrupt the laminar sublayer [38]. These
concepts can be integrated into the law of the wall for straight uniform channels with uniform bed material using the displacement height ($d_0$)

$$u = \frac{u_*}{\kappa} \ln \left( \frac{z - d_0}{z_0} \right)$$

(2a)

or by using an equivalent roughness height ($k_r$) \[38\] given by

$$u = \frac{u_*}{\kappa} \ln \left( \frac{d}{k_r} \right) + 2.40$$

(2b)

when the roughness height is uniform, e.g., $k_r = 30.1 z_0$ (see Figure 3).

![Figure 3. Law of the wall over boundary with uniform roughness.](image)

However, where the roughness is not of uniform height, significant spatial variations in velocity profiles and associated parameters exist. Despite this, eqn. (1) and (2) have been applied to channels with heterogeneous bed material and/or bedforms. $k_r$ can be considered a spatial average of effective roughness height. Numerous studies have shown that $k_r$ is much greater than the median grain size, $D_{50}$ (where the subscript represents the percentile of the grain size range), due to the disproportional effects of larger roughness elements on retarding the flow (e.g., [7]). Typical coefficients are $k_r = 6.8 \ D_{50}$ and $k_r = 3.5 \ D_{84}$ [9].
Engineering and physical sciences approached tend to model roughness using additional parameters to modify the law of the wall over a smooth bed. A non-dimensional form of the law of the wall is given by

\[ u^+ = \frac{1}{\kappa} \ln(z^+) + B \]  

where the subscript \(^\ast\) denotes a dimensionless parameter and \(B\) is the smooth-wall log-law intercept equal to 5.60 [28]. According to [8] [18] the effects of surface roughness in the roughness layer (see section 3.1) cause a downward shift in the log-law relationship, which they described using a roughness function, \(\Delta u^+\), given by

\[ u^+ = \frac{1}{\kappa} \ln(z^+) + B - \Delta u^+ \]  

More recent research has demonstrated that the shift is due to greater momentum absorption over rougher surfaces (see section 3.0). Eqn. (4) can be extended to include the outer layer using the wake function, \(\omega\), which provides a ‘law of the wake’ defined as

\[ u^+ = \frac{1}{\kappa} \ln(z^+) + B - \Delta u^+ + \frac{\Pi}{\kappa} \omega \left( \frac{z}{\delta} \right) \]  

where \(\Pi\) is dimensionless wake strength. The incorporation of the surface velocity \((u_s)\) in the velocity-defect law provides a means of unifying the overlap between inner and outer regions

\[ \left( \frac{u}{u_s} \right) - u^+ = -\frac{1}{\kappa} \ln(z / \delta) + B - \Delta u^+ + \frac{\Pi}{\kappa} \omega \left( \frac{z}{\delta} \right). \]  

Some studies have reported that \(\Pi\) is greater for rough-wall flows [22]. This implies that accounting for roughness effects on the mean flow through \(\Delta u^+\) may be limited. Conversely, there is evidence for a universal velocity-defect profile for smooth and rough walls [8] [18].

2.1. Defining boundary roughness

In the simplest terms, roughness can be thought of as any deviation from an idealized form such as a flat plate described above. In nature, roughness is
caused by biotic (e.g., periphyton, aquatic larvae) and abiotic features (e.g., substrate, bedforms) on the boundaries. The physical characteristics of natural roughness include the roughness height ($k$), density, and spacing (wavelength $\lambda$, groove width, $j$, downstream length, $l$), and their effects on the flow, which are critical issues to consider in environmental hydraulics (Figure 4). For example, the flow over an array of roughness types (sand, variously sized and spaced hemispheres, spheres, and fences) indicated that different boundary roughness geometries may have similar effects on velocity profiles, even though the mechanisms of turbulence generation, mixing and dissipation may differ [40]. This was based on a surface density parameter (total projected frontal area of roughness per unit wall-parallel projected area), which demonstrated that the effect of roughness increased with the density parameter to a critical value after which the mutual sheltering of roughness elements led to a decrease in the effect.

Figure 4. Physical descriptions of (a) idealized roughness elements characterized by blocks and (b) natural roughness elements in a bed profile. Each roughness element can be described by its height ($k$), length in the downstream direction ($l$), spacing with respect to other elements ($\lambda$), and groove width between elements ($j$). Legend: solid dots = troughs within a profile; hollow dots = peaks within a profile; and stars = insignificant peaks (i.e., below threshold indicated by solid line) within a profile.
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of roughness. That analysis was somewhat limited because it did not fully characterize the surface, and correlations may be to limited to particular experiments. Consequently, most attempts to examine the relationship between roughness and flow characteristics are restricted to surfaces whose geometry is easily described [21]. Studies of flow over these idealized objects have been successful in elucidating the effects of relative size, spacing, arrangement and two-dimensional (2D) or three-dimensional (3D) roughness configuration upon flow resistance, turbulence generation and dissipation (see below).

Three types of flow-roughness interactions were defined by [29] based on the premise that resistance was primarily a function of energy extraction due to the formation of turbulent wakes around individual roughness elements. Using elements of equal height, length and width, but differently spaced in x, [29] identified: (i) Isolated roughness flow, where the coherent structure generated by the wake of an upstream element is dissipated before the next element downstream; (ii) Skimming flow, where the elements are sufficiently close to prevent the spaces between elements being filled with low-velocity water; and (iii) Wake interference flow marking the transition between (i) and (ii), where the wake structures of successive elements impinge on one another to generate additional turbulence. A fourth type was included by [10] (iv) Chaotic flow in shallow rough flows where \( d < 3k \) (Figure 5). This conceptual framework was an attempt to categorize flow conditions via roughness parameters such as \( k, \lambda, l, \) and \( j \).

The importance of the connectivity of the fluid between roughness elements and the fluid above the roughness elements underlies the distinction that has been made between (1) \( k \)-type roughness, where \( k_s \) is proportional to \( k \) and (2) \( d \)-type roughness, where \( k_s \) is proportional to \( \delta \) rather than \( k \) [35]. The usual explanation is that \( d \)-type roughness sustains stable recirculation (or vortices) that isolate the fluid between the roughness from the outer flow. The effective length scale determining \( k_s \) is not \( k \), but \( k - d \) (or the 'error-in-origin'; [35]). Where the distance between the edges of elements, or groove width \( j \), is wider than \( 3 - 4k \), the recirculation zone reattaches before the next roughness element, exposing it to the outer flow. The thresholds between each flow type are dictated by \( k \), and the downstream distance between roughness elements given by \( \lambda, j, \) and \( l \) (e.g., [29] [34] [10] [44] [21]). Ratios of these length scales have been used to develop a number of dimensionless parameters that are used to describe bed roughness geometry (Table 1).
For high Reynolds numbers \((Re = Ud/\nu)\), the threshold roughness spacing, \(\lambda_{\text{Crit}}\), between isolated roughness flow and wake interference flow is given by

\[
\frac{\lambda}{k} = \frac{67.2}{C_D (1 - nj/P)} \left( \frac{100}{(2 \log(d/\lambda) + 1.75)^2} \right)
\]

where \(C_D\) is drag coefficient, \(n\) is the number of elements in a cross-section, \(P\) is wetted perimeter and \(d\) is flow depth [29]. The term \(nj/P\) represents the proportion of the flat surface between the roughness elements, and \(C_D (1- nj/P)\) varied with roughness density. When roughness density was constant, the
critical value $\lambda_{\text{Crit}}$ varied with $k$ and $d$, but [44] showed $\lambda_{\text{Crit}}$ increased with $d$ according to

$$\lambda_{\text{Crit}} = 2.46k \left( \frac{d}{k} \right)^{0.42}$$

(8)

Note that eqn. (8) is limited because it is based on a single value of $C_D(1 - \text{ns}/\text{P})$ and assumes long, flat roughness elements.

Table 1. Summary of bed geometry parameters derived from experiments over idealized objects.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ratio</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roughness Index</td>
<td>$\lambda/k$</td>
<td>[29]</td>
</tr>
<tr>
<td>Relative Roughness Spacing</td>
<td>$k/\lambda$</td>
<td>[29]</td>
</tr>
<tr>
<td>Roughness Spacing Index</td>
<td>$\lambda/j$</td>
<td>[29]</td>
</tr>
<tr>
<td>Dimensionless Groove Width</td>
<td>$j/k$</td>
<td>[44]</td>
</tr>
<tr>
<td>Blockage Ratio</td>
<td>$\delta/k$, $\delta = d$ in most natural channels</td>
<td>[21]</td>
</tr>
</tbody>
</table>

2.2. Parametrizing boundary roughness

The threshold between skimming flow and wake interference flow is relevant as it represents a transition from a bed characterized by sheltered zones of separated flow between elements to that perturbed by turbulent structures. Physically, the threshold is defined as the point where $j > k$. The turbulent wake occupies the entire groove width and is stable, i.e., skimming flow. When $j > k$, the wake will is increasingly unstable in a manner common to flow separation in the lee of obstacles, leading to wake interference flow [44]. The exact ratio $j/k$ that defines the threshold between each state is a function of the shape of the roughness elements (see section 3.3.5). More importantly, for a coarse clastic river bed the variables $\lambda$, $j$ and $k$ are not easily determined. Initially, a “significant roughness element” must be chosen arbitrarily. For instance, a small element below the average roughness height may be considered
significant if exposed, and may exert more flow resistance than a much larger element sheltered by a close neighbour. A visual interpretation of the roughness profile in cobble-bed rivers was used in [44] to determine $\lambda$. It was estimated that $k$ was equivalent to two times the average deviation away from the height, and the groove width ($j$) approximated the roughness spacing minus the $D_{50}$ of the long axis on the basis that cobbles generally lie with their short axes vertical and their long axes aligned to the flow. This provided a value of $j/k = 1.0$ for ‘stream bed roughness’.

The ‘average’ flow condition in nature appears to be wake interference [44]. Using high spatial resolution profiles of downstream velocity and visual observations in modelled cobble beds in flume channels, [44] isolated all three flow states, plus chaotic flow around a relatively large obstacle ($d < 3k$). The term $C_D (1- ns/P)$ ranged from 0.4 - 0.8 and the dominant condition was wake interference flow, validating the approach. It is evident that the choice of criteria for the selection of significant roughness element can have a profound affect on the outcome. For example, Figure 6a presents a bed profile taken at 2.5 cm increments with a 1 mm vertical resolution in mid channel in a cobble bed stream in southern Ontario. The selection of significant roughness elements using objective criteria such as relative depths ($k/d$) of 10, 30 or 50 led to dramatically different outcomes in terms of the interpretation of the parameters used to describe the roughness (e.g., $k$) from the same dataset (Figure 6b; Schindler and Ackerman, unpublished). Whereas this approach is somewhat subjective, the results are intriguing and warrant further study for application across a range of bed morphologies (see section 3.3.3).

2.3. Determining the spatial complexity of boundary roughness

Given the complexity of channel bed topography, it is not surprising that a single, universal parameter to describe the effects of boundary roughness on flow and turbulence structure has been sought [42]. Because of the simplicity of relating downstream velocity profile characteristics to $k$, or $D_{50}$, this approach is often used in environmental hydraulics. However, this is a somewhat of a ‘black box’ approach because it neglects variations in bed structure [7] [9] [31] [2].
Figure 6. The effect of the threshold selection on roughness parameters. (a) a bed profile in mid channel in a cobble bed stream, and (b) the effect of different thresholds on roughness parameters (Schindler and Ackerman, unpublished).

Apparently, bed structure (particle shape, orientation, height variation, degree of packing, structural arrangement) may significantly affect the overall hydraulic resistance because turbulent structures generated at the boundary are ultimately responsible for the extraction of mean flow energy, i.e., resistance [31]. In other words, the use of $D_x$ as a roughness parameter requires that independently formed roughness surfaces with the same value of $D_x$ show exactly the same
resistance to flow for identical hydraulic conditions [1]. The size, intensity and longevity of turbulent structures governing the mean flow field are, therefore, a product of (1) the geometry of the roughness obstacle and (2) flow conditions (assuming the absence of bedforms).

2.3.1. Statistical measures of boundary roughness

Various statistical measures of bed roughness have been suggested. For example, the difference between the highest point on the particle and the average elevation of the points of contact with adjacent particles could be used for the effective roughness height. The evaluation given by [11] of percentile grain sizes supported the use of $K_3$, which is the maximum difference between three adjacent points on a bed profile. This statistical approach is limited, as it depends on the sampling interval used [31], and [43] showed that $k_s$ was dependent on the density of roughness elements, and $k_s = 3D_{50}$ even when the flow deviated significantly from a vertical logarithmic profile. Another method uses the statistical moments of the distribution of discrete measurements of $z$ to describe the roughness surface. It was shown by [2] that gravel-bed channels exhibiting a step-pool morphology or exhibiting high gradients were better described by the standard deviation of bed elevations ($\sigma_z$) than by $D_v$. Conversely, [1] found that $\sigma_z$ was closely related to changes in $D_{50}$ and $D_{84}$. The skewness of the distribution also increased with the level of armoring, which reflects the settling of finer particles, ultimately reducing the magnitude of surface elevations below mean bed height.

2.3.2. Random field approach to characterizing boundary roughness

An alternative way of accounting for bed surface geometry is to describe the roughness as a random field of surface elevations in the downstream and transverse directions $z(x,y)$ (e.g., [31] [2]). This method is popular due to technological advances (e.g., laser scanning) that have facilitated the detailed measurement of bed surfaces. Random roughness has also been characterized using second-order structure functions that investigate the scaling properties of various rough surfaces [31]. This approach is equivalent to semivariograms used by [9] to describe gravel
bed surfaces. The second-order structure function \( D(\Delta x, \Delta y) \) of bed elevation \( z(x, y) \) is defined as an average square increment

\[
\{z(x + \Delta x, y + \Delta y) - z(x, y)\}^2, \quad (9)
\]

which describes the ‘average variance’ of the \( z \) surface in downstream \( D(\Delta x, \Delta y = 0) \) and transverse \( D(\Delta x = 0, \Delta y) \) directions based on different spatial sampling lags. The resulting curves of \( D \) vs. lag show that at sufficiently large lags, \( D \) becomes constant and approximates \( 2\sigma_z^2 \), known as the region of saturation. Small lags corresponds to a scaling region, which can be approximated by a power function i.e., \( D(\Delta x) \propto \Delta x^{2H_x} \), where \( H_x \) is the scaling exponent. Whereas \( D \) provides information on the ‘average’ surface properties, \( H_x \) or \( H_y \) (in the transverse direction) can be considered a measure of the complexity of the surface topography (a larger \( H \) indicates a smoother profile [5]).

These concepts suggest that statistical moments and the ‘random field’ approach provide deeper insight into the geometry and surface-forming processes of gravel-bed rivers than a simple characteristic grain size. However, it should be noted that: (1) the concepts have yet to be examined in channels exhibiting smaller or larger ranges in grain size; (2) the application of statistical moments assumes that the distribution of \( z \) is Gaussian or near-Gaussian; and (3) the concept is descriptive rather than mechanistic. Detailed comparison of the turbulence field and statistical parameters is required before this approach can be used to understand the role of bed geometry in modifying boundary layer structure and associated turbulent dissipation.

### 3. Hydrodynamics of Rough Boundaries

The aims of this section are: (1) to highlight the differences between near-bed turbulence over smooth- and rough-beds; (2) to elucidate the key geometrical or dimensional parameters describing bed geometry that ultimately dictate near-bed flow and turbulence modification; and (3) to examine the effect of different roughness types (e.g., 2D and 3D surfaces) on the modification of near-bed flow structure.
3.1. *Outer flow region vs the roughness layer*

It is apparent that the ability to describe the flow region at and immediately above roughness elements should provide important insight into their interaction with flow. It would then be possible to expand the description of the vertical structure of a boundary layer over an impermeable rough bed with sufficient depth to include: (1) the interfacial sublayer, $\delta_i$, within the groove space ($j$) between roughness crests and troughs; (2) the form-induced sublayer, $\delta_f$, in the immediate vicinity of the roughness elements; (3) the logarithmic layer in the flow above the bed; and (4) the outer region [32]. The interfacial sublayer and the form-induced sublayer comprise the roughness layer, $\delta_r$, which is subject to turbulent motions that are directly influenced by the roughness characteristics. Its upper-boundary is defined by $z_r$ (Figure 7).

Figure 7. Rough turbulent boundary layers defined using the roughness layer, which is composed of the form-induced and interfacial sublayers.

An important driver of the recent interest in rough boundary flows is the ‘similarity hypothesis’, which states that at high $Re$, turbulent motions become independent of wall roughness and viscosity at a certain height away from the boundary. This notion can be considered an extension of the Reynolds-number similarity hypothesis for turbulent flows. The theory dictates that smooth and rough walls will exhibit the same turbulence structure in the outer layer, which is a region of weak shear and, therefore, not the site of the dominant instability mechanisms that generate the turbulence, nor of the strongest production of turbulent kinetic energy. Typically, profiles of second-order velocity moments will collapse to common curves in the outer-layer, regardless of wall roughness characteristics [21]. Several experiments have provided substantial support for
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the similarity hypothesis (e.g., [4] [17] [37]). Other experiments have shown that the outer flow can exhibit significant structural differences due to the influence of large-scale (e.g., [12] [22] [23]) and small-scale ([42]) coherent turbulent structures specific to individual roughness geometries.

The emphasis on the roughness layer and the validity of the similarity hypothesis also provides an opportunity to elucidate the effects of a large range of bed roughness types and flow conditions. The height to which the roughness layer extends, $z_r$, is generally considered to be $2 - 5k$ [23] [37] [21], although [4] suggest that it may be as high as $8k$. The range varied with each type of boundary because the turbulent structures that dictate $z_r$ are controlled by different length scales across different surfaces [37]. $z_r$ can be determined in several ways and its thickness is somewhat dependent on the methodology used for parameter selection [4]: (1) the position of the maximum Reynolds shear stress, used to define the upper boundary in shallow flow over rough beds, which is often ill-defined, leading to some uncertainty [36]; and (2) profiles of the variance or standard deviation of a flow parameter can be used to isolate the height at which the parameter reduces to a suitable threshold defined from previous measurements or through physical arguments.

3.2. **Key parameters dictating characteristics of the roughness layer**

3.2.1. **Geometrical parameters**

The height of the roughness layer, and the characteristics of turbulence generated within it, varies with changes to the boundary roughness characteristics. The most important roughness parameters are roughness height, $k$, and spacing, $\lambda$, both of which should be considered in terms of relative roughness height ($k/d$) and roughness index ($\lambda/d$). As discussed above, the roughness index dictates the degree to which turbulent structures formed around individual elements interact. The relative roughness height dictates the degree to which elements interact with the entire water depth. Consequently, the shape of the roughness elements, in particular the degree of angularity with respect to the flow (i.e., degree of bluntness), must also be considered (see section 3.3.5).

A distinction can be made between 2D and 3D surfaces, although the bias has been towards 2D geometries due to the ease of measurement in the roughness layer, and in particular the interfacial sublayer. 2D surfaces are almost exclusively comprised of bars or rods oriented in the transverse direction across
channels, and are generally termed 2D transverse bars. Compared with 2D transverse bars, much less is known about the influence of length scales for 3D roughness [37], due primarily to the inherent complexity of 3D surfaces. The variety of 3D roughness surfaces studied is considerable, and each will exhibit different turbulent characteristics in the roughness layer.

3.2.2. Key flow parameters

One effect of wall roughness is the injection of turbulent energy into the flow field. The roughness Reynolds number ($Re_*$) provides an indication of the influence of the roughness surface on the buffer zone between the inner logarithmic region and the outer flow region in terms of the balance of viscous and form drag forces. It incorporates the height of the roughness surface, $k$, to describe the influence of the roughness in the boundary layer flow [10]

$$Re_* = \frac{u_*}{\nu} k$$  \hspace{1cm} (10)

Values typically range from $1 \times 10^2$ to $1 \times 10^3$ for zero-pressure gradient boundary layer flows. There is little consensus on how to calculate the threshold between hydrodynamically smooth and hydrodynamically rough flows, principally because the use of $k$ neglects the effects of other geometrical parameters, although as mentioned above, $k > 5\delta_v$ has been used. For example, [27] found that the roughness types and uniformity dictated the threshold values. Their rough surface, consisting of uniform close-packed spheres, displayed a narrow transitionally-rough regime with $Re_{smooth} \approx 15$ and $Re_{rough} \approx 55$. Less uniform close-packed sand grains had a wider transitionally rough regime where $Re_{smooth} \approx 5$ and $Re_{rough} \approx 70$. [21] reviewed the data for a variety of roughness types and concluded that $k/\delta_v$ was independent of $Re_*$ when $Re_* \geq 80$, although 70 has been cited [24] (Figure 8).

When a surface is hydrodynamically smooth the bed shear stress is entirely viscous and $\Delta u' = 0$ (see eqn. (4)). Flow near a rough boundary may generate coherent flow structures similar to those in smooth boundaries. However, their shape and size are altered during the enhanced momentum exchange between the near-wall and outer flow regions [36]. This, in turn, depends on the roughness geometry and configuration [25]. Sufficiently large roughness elements destroy the autonomous burst-sweep cycle characteristic of smooth boundaries, often generating more disrupted or disorganized structures that take
over the role of generating turbulence at the wall [4] [13]. Turbulent structures generated by individual roughness elements provide an additional source of turbulent kinetic energy ($TKE = \frac{1}{2}(u'^2 + v'^2 + w'^2)$, where $u = u + u'$, i.e., instantaneous $u$ = mean $u$ + fluctuation from the mean, similarly for the other velocity components), which enhance turbulent mixing in the near wall region. Therefore, hydraulically rough flows are dominated by form drag on the roughness elements, i.e., velocity is independent of viscosity [41].

During the transition from hydrodynamically smooth to hydrodynamically rough regimes both skin and form drag are significant. Initially extra form drag is generated, which weakens the burst-sweep cycle, thus decreasing skin friction. As $Re^*$ increases, the burst-sweep cycle becomes increasingly disrupted until it is destroyed, and the reduction in skin friction is lost, leading to an overall increase in drag. Different surfaces have different balances of both effects. [21] stated that for surfaces with sparsely distributed elements, the form drag increases before the burst-sweep cycle is modified and the reduction in skin drag is never realized. On this basis, uniformly rough surfaces are likely to be most effective for drag-reducing roughness. In the fully rough regime, $Re^*$ is given by

$$\Delta u^+ = \frac{1}{\kappa} \ln Re_e + B - 8.5$$  \hspace{1cm} (11)$$

and $B$ is the smooth-wall log-law intercept equal to 5.60 [38] (see eqn. (3)). The relationship among $\Delta u^+$, $Re_e$, and $\kappa$ has been obtained experimentally for a variety of rough surfaces in atmospheric research (review in [14]), however, no equivalent data exist for aquatic systems.
3.3. 2D transverse bar roughness

3.3.1. Spatial flow variation

Whereas the precise length scales and flow conditions vary among studies, a general pattern of the spatial variation in flow and turbulence structure over 2D transverse bars has emerged. Flow separation occurs in the lee of the roughness elements and generates a well-defined recirculation zone. Downstream vorticity is small within the separation zone in the lee of each bar. Conversely, intense vorticity is created at the height of the roughness crests due to the generation of a shear layer between the outer flow and the recirculation cell. Shear layer vortices are intensified by vortex stretching due to the high strain generated at the crest of the bars. Consequently, this region is responsible for most of the production and dissipation of TKE [4]. Under isolated roughness flow (see Figure 5a) reattachment occurs within the cavity (or jaw space, j) between adjacent elements before flow streamlines are oriented upwards as the next element is approached. In addition to the shear layer extending from each roughness crest, secondary vortices of opposing directions can form at the corners of the element, although this is dependent upon the angularity of the roughness elements. Comparisons of the TKE production and dissipation revealed that the roughness layer over 2D transverse bars is far from an equilibrium state. Dissipation is maximized at the position of the crests due to the intensity of the vorticity associated with shear layer formation, although the maximum vorticity is smaller compared with a smooth bed. Conversely, the roughness induces an increase in the maximum production rate.

3.3.2. The role of roughness geometry

The manner in which the shear layers generated over each roughness crest interacts with the roughness elements themselves is not trivial [13]. The vertical length scale of the vortices generated at the shear layers approximates $k$, and consequently it is reasonable to assume they dominate flow in this region. The importance of roughness index ($\lambda/k$, see Table 1) on near bed flow structure was first noted by [29] primarily due to its impact on shear layer interaction. In addition, $z_r$ increased with the transverse dimension of roughness elements [37]. A consideration of other parameters (e.g., shape) is also relevant (see sections 3.3.5 and 3.4).
The thickness of the roughness layer was a product of both $k$ and $d$ in measurements of downstream turbulence intensity, $TI$, over $k$-type 2D transverse square bars performed by [36]. Planar laser-induced fluorescence was used by [13] to evaluate the differences in near-bed mean flow over 2D square bar roughness where $\lambda/k = 8$ and 16. Both cases showed flow separation from the downstream edge of the roughness elements and a well-defined recirculation in its lee. The extent of this region varied between cases as flow reattachment occurred at $\sim 3.5k$ and $4.2k$ for $\lambda/k = 8$ and 16, respectively. In general, the two cases exhibited similar mean flow characteristics despite the difference in $\lambda/k$, and matched the direct numerical simulation (DNS) results of [20] [25] derived using similar $\lambda/k$ ratios. An examination of $TI$ and Reynolds shear stress suggested that when $\lambda/k = 16$ higher downstream and vertical $TI$ and Reynolds shear stress were generated in the upper 90% of flow compared to $\lambda/k = 8$, but the values remained the same near the bed.

The roughness function, $\Delta u^+$ (see eqn. (11)), can be considered a measure of the capacity of the rough surface to absorb momentum [36]. There is sufficient evidence to suggest that $\Delta u^+$ is a function of $\lambda/k$. For example, [13] showed that for $\lambda/k = 8$ and 16, $\Delta u^+$ diminished from 13.3 to 12.9, respectively and [25] used DNS to determine equivalent values of 12.0 and 11.3. A wider array of $\lambda/k$ was used by [16] who found similar values at the same roughness indices. More importantly, they found that $\Delta u^+$ was maximized at $\lambda/k = 8$ and that beyond this threshold $\lambda/k$ led to a decline in $\Delta u^+$. [13] demonstrated that peak turbulence production at $\lambda/k = 16$ was 14% higher than at $\lambda/k = 8$, and suggested that this represented the reduction of viscous effects in the former case. The precise mechanisms that result in deviations from the mean flow properties on either side of $\lambda/k = 8$ can be described as wake interference flow (see Figure 5b). Put simply, viscous drag and form drag combine to maximize resistance over 2D transverse roughness in turbulent flows when $\lambda/k = 8$ [24] [25].

A comparison of flow data taken over 2D transverse bars revealed that skimming flow ($\lambda/k = 2$; [26]) generated far less form drag, due to the limited connectivity between the fluid between the bars and the outer flow, than isolated roughness flow ($\lambda/k = 11$; [13]) (see Figure 5a and c). Recirculation existed across the cavity at low $\lambda/k$ and was only partly destroyed by intermittent ejections into the outer flow (see also [35]). At higher $\lambda/k$, the recirculation zone was found immediately next to each bar and was intermittent due to repeated disruption from shear layers generated at the upstream crest, which increased the
connectivity between the interfacial cavities and the flow above, in particular the wake-dominated roughness layer. This suggests that the mechanism(s) of near-bed turbulence production differ between \( d \)-type and \( k \)-type roughness. In fact, low speed vortical streaks characteristic of smooth walls were observed when \( \lambda/k = 2 \), but were absent for \( \lambda/k > 11 \) [26]. \( d \)-type roughness and smooth beds may be more similar hydrodynamically than \( d \)-type and \( k \)-type roughness.

The effect of \( \lambda/k \) over 2D square bars was examined by [39] using two-equation Reynolds-Averaged Navier-Stokes (RANS) numerical modelling. They maintained a constant \( k/d = 0.1 \), characteristic of individual roughness elements [21] (see section 3.3.3). The roughness index varied between \( d \)-type and \( k \)-type roughness (5 \( \leq \lambda/k \leq 30 \)) and the resistance was measured by the Darcy-Weisbach friction factor, \( f \),

\[
f = \frac{8\tau_w}{\rho u'^2}, \tag{12}
\]

which rose and fell around \( \lambda/k \sim 8.8 \) at a range of turbulent \( Re \). They used profiles of the spatially-averaged downstream velocity to determine the ‘virtual origin’, or height to which the space-averaged downstream velocity vanished. The virtual origin was inversely related to \( \lambda/k \), and maintained an approximately logarithmic decrease until \( \lambda/k \sim 15 \), whereupon it declined asymptotically. More importantly, they showed that \( \Delta u^+ \) was related to \( \lambda/k \) in a similar manner to \( f \). This may explain the apparent contradiction between studies that have shown that \( \Delta u^- \) both declined [13] [25] [16] and increased [26] with increased \( \lambda/k \).

3.3.3. The role of relative depth

Whereas there is compelling evidence that \( \lambda/k \) is an important parameter dictating near-bed flow structure, the difference in scale between roughness length scale and the largest turbulence scales may explain the differences between a range of studies, regardless of roughness configuration [21]. The relative height, \( \delta/k \) (or blockage ratio, \( k/\delta \)), provide an alternative parameter that can be used to examine whether boundary roughness affects the near bed flow. A recent review suggested that, on average, the transition for individual roughness elements occurs when \( k/\delta \leq 50 \) (or \( \delta/k \leq 0.02 \)) [21].
The relative height of the roughness elements may also influence the evaluation of the similarity hypothesis over 2D transverse bars. The results of studies from channel flows bounded on two sides [23] with regular, square bar k-type roughness [25] [26] and boundary layer flows with 2D transverse bars of uneven height [20], and square bars [36] (details below) showed that the outer region was significantly affected by the rough boundary. In each case, \( k/d \) was between 0.1\( d \) and 0.2\( d \), well above the threshold of 0.02\( d \) for transition to individual roughness elements. The effect of variable relative roughness of 2D square bars on resistance, \( f \), and \( \Delta u^+ \), in fully turbulent and hydrodynamically rough flows was examined by [39] where the magnitude of resistance, \( f \), increased with \( k/d \) across all roughness index values. Moreover, resistance became independent of \( Re \) earlier as height increased, but the flow depth had no influence on \( \Delta u^+ \) or the virtual origin at all \( Re \) and \( \lambda/k \). In other words, flow depth had no influence on the height to which the roughness elements influenced the flow, which was in the range 0.025<\( k/\delta \) > 0.1, i.e., above the threshold specified above. Note that this pertains only to fully turbulent, hydrodynamically rough conditions.

DNS simulated fully-turbulent flows in a bounded channel flow with smooth and rough boundaries comprised of 2D transverse bars were examined by [4] at a much lower relative depth. The relevant geometrical parameters in the rough bed case were \( k/d = 0.07 \), \( \lambda/k = 7 \) and \( Re^* = 395 \). They showed that higher vorticity was exhibited within the roughness layer, that there was less Reynolds stress anisotrophy, and that structures typical of smooth boundaries became disrupted [4]. The transverse vortices were disorganized at the boundary but became increasingly coherent and organized with height until they equalled the size and intensity of those over the smooth bed, although the outer layer was unaffected. This implies that, providing mean shear is sufficient, similar structures to smooth beds will be formed, albeit away from the boundary, when relative roughness is sufficiently low. Third-order velocity moments, which are sensitive to variations in turbulent transport processes due to their high degree of non-linearity, showed that the rough bed substantially increased the transport of kinetic energy towards the boundary, but reduced it at the edge of the roughness layer. In the outer region, the smooth and rough bed cases exhibited similar characteristics. The results provide strong support for the similarity hypothesis.
3.3.4. The importance of Reynolds number

Experimental and modelled data from flows over 2D transverse bars at Re-spanning transitional \( (Re_\ast = 63) \) and fully rough \( (Re_\ast = 121) \) hydrodynamic conditions were examined by [24]. Three key differences were noted: (1) the total flow resistance for transitional flow was influenced by viscous and form drag, but the viscous forces were negligible for hydrodynamically rough conditions; (2) this leads to greater coherence in near-wall structures in transitional flows; and (3) the influence of roughness on \( \Delta u^+ \) was less pronounced for transitional cases. Similarly, [39] determined that the effect of \( Re \) on \( f \) decreased with increasing \( Re \), and \( Re \) independence occurred above a threshold value dictated by \( \lambda/k \). The roughness function increased with \( Re \) across \( d \)-type and \( k \)-type roughness, ultimately exhibiting a logarithmic relationship above a threshold \( Re \). At this point, the slope of the relationship recovered to \( \kappa^{-1} \) at sufficiently high \( Re_\ast \). This facilitated the calculation of equivalent roughness height, \( k_s \), for each bar arrangement because the relationship paralleled the correlation for sand-grain roughness (i.e., [40]). Overall, the results show that once \( Re_\ast > 500 \) the flow becomes independent of \( Re \).

The precise mechanisms to account for relationships between \( f \), \( \Delta u^+ \) and flow and roughness parameters remain uncertain. However, some insight is provided by [36] who examined turbulence structure in some detail across a range of hydrodynamically rough conditions \( (30 \leq d \geq 95 \text{ mm}; 6,000 \leq Re \geq 48,450; 355 \leq Re_\ast \geq 515) \) over 2D transverse bars of fixed geometry \( (6.4 \text{ mm height and width spaced at } \lambda/k = 8) \). They used quadrant decomposition to provide information regarding the turbulence structure in the near-bed region (i.e., turbulent events were sorted into quadrants of the \( u' \), \( w' \) plane (where \( u' \) and \( w' \) are fluctuations from the mean \( u \) and \( w \), respectively) associated with ejections \((Q2; u'w' < 0 \text{ with } u' < 0)\) and sweeps \((Q4; u'w' < 0 \text{ with } w' < 0)\) (Figure 9). The influence of the roughness elements on the spatial variability in time-averaged velocities was similar across all flow conditions. Upstream of each element \( u \) decreased and \( w \) increased relative to the mean values, leading to dominant \( Q2 \) activity. \( Q1 \) events dominated above the roughness element because of the acceleration in \( u \), and \( w \) became negative downstream of the element resulting in \( Q4 \) dominance. As the subsequent bar is approached, the flow decelerated, leading to \( Q3 \) dominance. The sequence of quadrant
dominance – clockwise through \( Q_2 - Q_1 - Q_4 - Q_3 \) – is typical of surfaces where roughness elements behave individually and flow reattachment occurs (e.g., ‘\( k \)-type’ roughness; isolated roughness flow; where \( \lambda/k \geq 8 \)). Through the use of two heights within and two heights above the roughness layer, they showed that the influence of the roughness elements on the spatial variability in time-averaged velocities declined with distance from the boundary. However, the sequence remained the same at all heights.

Figure 9. Quadrants are defined by the joint distribution of the velocity fluctuations from the mean downstream \( (u') \) and vertical \( (w') \) velocity components.

The form-induced stress, defined as the covariance of the spatial variation in \( u \) and \( w \), peaked close to \( z/k = 1 \) and constituted 15% of \( \tau_w \). The stress rapidly declined above this height as the flow adjusted via local momentum transfer due to local imbalances in momentum and stress components [36]. This indicates that the form-induced variations in velocity disturbances were far greater in the vertical extent than the form-induced variations in stress, and that velocity disturbances may be found where stress disturbances do not exist. This results in alternating regions of upwards and downwards time-averaged form-induced momentum flux, which is particularly relevant to scalar transport and dispersion in the roughness layer [36].
3.3.5. The importance of 2D transverse bar shape

The majority of studies of flow over 2D transverse bars have concentrated on square bars, and to a lesser extent on circular or semi-circular ‘rod’ roughness. However, as mentioned above, [39] used RANS modelling to examine the effect of differently shaped transverse bars (square, triangular and semicircular transverse bars, and a wavy wall) on near-bed flow structure (Figure 10). They maintained a constant relative roughness, $k/d = 0.1$, varied the roughness index to span $d$- and $k$-type roughness ($5 \leq \lambda/k \geq 30$) and used a range of $Re_*$ and boundary layer $Re$ ($Re_{\delta} = U\delta/\nu$). The bottom of the velocity profile (i.e., virtual origin) was displaced by $\sim 0.8d$ ($0.83d$ square bar, $0.81d$ triangular bar, and $0.79d$ semicircular bar and less so by the wavy wall condition $0.68d$). The profiles exhibited a logarithmic region, with the exception of the wavy wall at...
high $Re$, and the effective roughness height, $k_e$, extended higher into the flow as $Re$ was increased in all cases.

All bar shapes generated an initial increase $f$ with $\lambda/k$ (Figure 11). In general, the resistance was positively related to the degree of angularity, e.g., when $Re = 20,000$ the maximum resistance was at $\lambda/k \sim 8.8$ for the square bar, 7.5 for the triangular bar and 7.0 for the semicircular bar, close to the threshold of $\lambda/k = 8$ (see section 3.3.2). This was followed by a decline toward the smooth wall limit, well beyond the maximum value of $\lambda/k = 30$ examined. Interestingly, the resistance offered by the square bars dropped below that of the triangular bars where $\lambda/k < 7$. This was likely due to the onset of $d$-type or wake interference behaviour in the square bars. $d$-type behaviour has not been reported for other bar types, but may be attainable using sufficiently small values of the roughness index. In contrast, $f$ in the wavy wall rose and fell around $\lambda/k \sim 8$, and exhibited a decline over $5 < \lambda/k > 30$.

The roughness function, $\Delta u^+$, was related to $\lambda/k$ in a similar manner to $f$. Whereas all surfaces imparted some resistance, $\Delta u^+$ can equal zero under hydrodynamically smooth conditions, i.e., at sufficiently large $\lambda/k$. The square, triangular and semicircular bars did not exhibit $\Delta u^+ \sim 0$ across the range of $\lambda/k$.
examined. However, $\Delta u^+$ of the wavy wall dropped steeply to zero (i.e., the smooth wall condition) at $\lambda/k = 30$.

The resistance over square and triangular bars increased with $Re_\delta$ before becoming independent of $Re_\delta$. The wavy wall showed a continual decline, similar to a smooth wall but at higher values due to form drag. The semicircular bars exhibited both a rise and fall around a peak. The behaviours in the latter two cases resulted from the movement of separation and reattachment points on the curved surface [39].

As $\lambda/k$ increased, form-induced stresses declined and the near-bed velocity values decreased. Whereas the shape of the bar was unimportant, the height of the bottom of the profile was inversely related to $Re_\delta$, until it declined asymptotically to a constant value. As would be expected for the profile, $\Delta u^+$ was a logarithmic function of $Re_\delta$ with a slope of $\kappa^{-1}$. The correlation in each case differed by a constant that varied with bar shape and $\lambda/k$. In contrast, the slope for the wavy wall deviated considerably from $\kappa^{-1}$.

Overall, the changes in $f$ and $\Delta u^+$ with $\lambda/d$ and $Re_\delta$ suggest that the hydrodynamics of the wavy wall were fundamentally different to the ‘true bar’ roughness types. In general, the angularity of the ‘true bar’ roughness elements was positively related to boundary resistance. The exception occurred for square bars at low $\lambda/k$ due to the transition to $d$-type or wake interference flow, when triangular bars became hydrodynamically rougher. This suggests that square bars also behave differently from other bar shapes at low $\lambda/d$. Similar experiments at lower $\lambda/d$ are required to determine if $d$-type roughness is induced for roughness exhibiting less acute angles. There were pronounced differences in the behaviour of flow over the ‘wavy wall’ compared to the other 2D roughness. This suggests that our understanding of 2D transverse bars may be useful for some applications, but more effort is needed in nature where bed roughness varies in angularity and regularity.

### 3.4. Three-dimensional surfaces

It is useful to categorize 3D roughness into (1) ‘Idealized’ 3D roughness surfaces, as those surfaces comprising idealized blocks of specific dimensions, and (2) ‘Complex’ 3D roughness surfaces, where the specific geometry of individual roughness elements cannot be determined. In the latter, a single
length scale, $k$, can be used for characterization and a qualitative description of the surface is provided in lieu of other geometrical parameters.

3.4.1. *Idealized 3D roughness*

Many of the relationships between the geometry and flow conditions addressed for 2D transverse bars have also been used for idealized 3D roughness elements. For example, [34] described the effects of 3D multi-scale roughness in boundary layers. They used discrete, regular blocks organized to establish surfaces of different roughness density, $nA_e/A_t$, which defined the ratio of the plan area of $n$ roughness elements of individual area, $A_e$, to the total bed area, $A_t$. Roughness density values ranged from 0.008 – 0.125, which included the range common to coarse-grained rivers [34]. They used the equation

$$\frac{u(z)}{u_*} = \left(\frac{z}{d}\right)^n$$

(13)

in conjunction with downstream velocity profiles to determine $n$, which peaked at a roughness density of 0.1 (range = 0.005-0.23) before declining rapidly. Profiles of normalised downstream turbulence intensity ($TI = \text{RMS}/u$, where RMS, is the root mean square velocity), revealed 3 distinct regions: (1) outer flow ($z/d > 0.35$) where $TI$ decreased linearly towards the surface across all roughness densities, and behaved as a conventional outer boundary layer [34]; (2) an intermediate region $0.35 < z/d > 0.2$ that exhibited approximately constant $TI$, conforming to a zone of wake generation and dissipation; and (3) an inner region ($z/d < 0.2$) where $TI$ diverged according to roughness density, and where the height of maximum $TI$ was inversely related to the roughness density. Peak $TI$ at the maximum roughness density occurred at $0.25 z/d$ and declined towards the bed. This height was considered a zone of transition between wake-dominated flow and the near-bed region.

Profiles of dimensionless turbulent energy dissipation, $\varepsilon d / u_*^3$, where $\varepsilon$ is the turbulent energy dissipation rate given by

$$\varepsilon = 15\nu \left(\frac{du}{dx}\right)^2$$

(14)

and $\nu$ is kinematic viscosity, increased from $10^2$ W m$^{-3}$ at the surface to 5 W m$^{-3}$ at the bed. The changes in boundary layer structure in the inner and wake
regions are related to roughness density and can be explained in terms of the original classification in [29] (see Figure 5). Skimming flow occurred at the highest roughness densities where the flow shifted above the roughness elements as did the maximum $\varepsilon$ (to $z/d = 0.1$, close to the top of the elements at $z/d = 0.125$). Intermediate roughness densities provided constant values of $TI$ from the bed to $z/d = 0.35$, indicative of interacting wakes. A notable result in [34] was the absence of roughness effects in the outer flow region despite the high relative depth ($k/d = 0.125$) characteristic of individual roughness elements [21]. This suggests that the transverse movement of fluid between individual 3D elements led to differences in flows over 2D vs. 3D surfaces.

[39] modelled the effects of flow over uniformly distributed square and rectangular blocks in boundary layer flow with constant relative roughness, $k/d = 0.1$ and where the roughness index was varied to span both $d$-type and $k$-type roughness ($5 \leq \lambda/k \geq 30$). Note that no attempt was made to account for the variation in block size, and that the effective frontal blockage for the rectangular blocks was double that for square blocks. Flow was examined around (1) in-line roughness elements and (2) staggered roughness elements, where every second row was offset so that the transverse cavity between elements was blocked by elements in the subsequent row. In general, flow in the in-line arrangement remained well organized, and flow disturbance was limited to the ‘immediate neighbourhood’ of the elements. Conversely, the transverse movement induced by the staggered arrangement led to intense vortical motion. Comparison of spatially-averaged downstream velocity profiles showed that the in-line blocks generated logarithmic profiles, which were better defined as $Re$ increased and $k/d$ decreased. The flow disturbance over staggered blocks meant the log-layer was only definable when $k/d \leq 0.05$. This described a threshold where the blocks could be considered as individual element rather than components of a roughness surface.

A comparison of the resistance, $f$, at $k/d = 0.05$ (i.e., within the roughness layer) indicated that the resistance of the square blocks was lower than rectangular blocks across $6 < \lambda/k < 18$. The results were the same for both in-line and staggered arrays, but they were opposite in the case of rectangular blocks where the in-line arrangement generated a smaller resistance than the staggered case with peak values of $f$ approximately 2.5 times smaller. The peak in $f$ occurred over the range $10 < \lambda/k > 15$, which was similar to 2D transverse bars (section 3.3). However, the square block and the in-line rectangular arrays showed a
lower resistance than the 2D transverse bars across all cases of $\lambda/k$. This was likely due to the reduced frontal blockage compared to the 2D transverse bars. The staggered, rectangular case generated higher resistance, which suggests that the degree of transverse deviation required for flow continuity, and the resistance imparted by vorticity in this case outweighed the reduction in blockage. The $\Delta u'$ (eqn. 11), varied logarithmically with a slope of $\kappa^{-1}$ as $Re*$ increased, which was also the case for 2D transverse bars (see section 3.3).

3.4.2. Complex 3D roughness

The surface characteristics of complex 3D roughness appear to explain the divergence of turbulent statistics both within and outside of the roughness layer. It is difficult to synthesize the data even when surfaces are similar, as experiments involved different: (1) measurement methods; (2) parameter calculation; (3) emphasis on different turbulent quantities; and (4) flow conditions. For example, closely packed spheres (e.g., [27]), sandpaper and sanded surfaces [15] had little effect on the outer flow. Other roughness types, such as 3D woven mesh, have been used to both support [15] and dispute [22] the concept of wall similarity. Unfortunately, complex 3D surfaces do not lend themselves to the measurement of element spacing, not least because parameterization would need to incorporate downstream and transverse effects. Consequently, the parameterization of an irregular 3D roughness is not trivial. However, [41] examined the effect of changing $Re*$ on turbulence within a boundary layer over a surface with bi-directional scratches in a diamond shaped pattern for $2,175 < Re < 27,080$. The flow was in the hydrodynamically smooth and transitionally rough range ($2.3 \leq Re* \leq 26$) given the small roughness height ($k = 193 \mu m; k/d = 0.0025$). Measurements were also taken over a smooth surface at smooth and transitional $Re$ ($Re = 3,110$ and 13,140, respectively), facilitating comparison with the rough surface.

A range of turbulence statistics presented for each value of $Re*$ revealed the relative importance of boundary roughness on the roughness layer and outer flow region. For example, profiles of the downstream Reynolds normal stress, $\overline{w^2}$, for $Re* \leq 9.2$ showed no discrepancy with the smooth bed condition. As $Re*$ increased, however, there was a rise in $\overline{w^2}$ in the roughness layer, and the rate at which it increased declined until $Re* = 26$. The absence of a near-wall rise in
\( \bar{u}^2 \) provided a sensitive indicator of the boundary layer reaching the fully-rough regime [27]. It represented the eventual break-up of downstream vortices generated through the burst-sweep cycle over smooth boundaries. When this occurred, the skin friction was dominated by form drag and viscous effects were negligible close to the wall. Hence, their data showed a much lower threshold value for the transition to hydrodynamically rough conditions than cited by [21] (\( Re_{\text{rough}} \geq 80 \)) and [24] (\( Re_{\text{rough}} \geq 70 \)). Moreover, [27] showed that the roughness types and uniformity dictated the threshold values. Their rough surface, consisting of uniform closely packed spheres, displayed a narrow transitionally-rough regime with \( Re_{\text{smooth}} \approx 15 \) and \( Re_{\text{rough}} \approx 55 \). Less uniform close packed sand grains had a wider transitionally rough regime where \( Re_{\text{smooth}} \approx 5 \) and \( Re_{\text{rough}} \approx 70 \). This indicates the importance of the type of roughness surface.

The effect of roughness on vertical or ‘active’ turbulent motions has been the topic of considerable debate. For example, vertical active turbulence is more sensitive to roughness geometry than the downstream component [13]. Profiles presented by [41] of vertical Reynolds normal stress, \( \bar{w}^2 \), exhibited no difference between rough and smooth-bed cases at the full range of \( Re^* \) cited above, and maximum values were found in the log-layer. Similarly, their profiles of Reynolds shear stress, \(-\bar{\rho}u'w'\), exhibited no significant changes between cases. Similarly, [37] concluded that there was similarity in \( \bar{w}^2 \) outside the roughness (or viscous) layer for rough and smooth walls. Results over complex 3D surfaces do not support the similarity hypothesis. For example, [22] and [37] observed distinct differences in mean velocity and turbulent stresses in the outer region over wire mesh, and [42] stated that surface roughness had an unambiguous effect in enhancing \( TI \) and Reynolds shear stress over most of the boundary layer over wire mesh of a similar height. These differences are indicative of changes in the turbulent structures generated by each boundary.

Quadrant analysis (see Figure 9) was used by [41] to establish the relative contribution of individual quadrants to \(-\bar{\rho}u'w'\) over smooth and rough surfaces. The contribution of \( Q_2 \) (ejection) and \( Q_4 \) (sweep) events to \(-\bar{\rho}u'w'\) was consistent between smooth and rough-bed cases. Similar findings were made by [15] over sandpaper and woven mesh roughness, and [17] showed that sweeps and ejections occurred over rounded pebbles (\( k = 9 \text{ mm} \)) regardless of boundary condition. Ejections were often coherent and identifiable within the outer flow but sweeps were confined closer to the bed, and the source of fluid for ejections
in the rough case was the low-momentum fluid within cavities between roughness elements [17]. Strong contributions to Reynolds shear stress by each quadrant were isolated by [41] who revealed that, whereas the outer flow exhibited similar contributions between smooth and rough bed cases, there was an increase in $Q_4$ and a decrease in $Q_2$ in the inner flow region ($y/\delta \leq 0.025$) as $Re_*$ increased. This indicated that near the rough boundary, strong sweeps dominate over ejections in terms of their contribution to $-\overline{\rho u'v'}$. In flow over glass beads, the sweep to ejection ratio increased with roughness and high-magnitude, low-frequency events, dominating momentum transfer, increased with roughness [30]. In contrast, [22] and [37] observed a significant increase in $Q_2$ contributions, and a smaller increase in $Q_4$ contributions, across much of the boundary layer. The time between successive $Q_2$ or $Q_4$ events also increased, contradicting earlier assertions that roughness does not influence timing between quadrant events.

Ultimately, broad conclusions regarding the effects of roughness geometry and flow condition over complex 3D boundaries are limited, because of differences among studies. For example, in terms of $Re_*$, [22] and [37] studied flow at $Re_* = 340$ in the hydrodynamically rough range, which was well above the maximum $Re_* = 26$ used by [41] who used relative roughness, $k/\delta = 0.0025$ ($\delta$ was substituted for $d$ to account for differences in flow conditions), which was well below the threshold of 0.02 for the transition to ‘individual roughness elements’ cited by [21]. Both [22] and [37] used $k/\delta = 0.066$ (woven mesh), and suggested that each wire behaved independently, whereas [15] used $k/\delta = 0.016$ (sandpaper) and $k/\delta = 0.022$ (woven mesh), which would be in the ‘transitional’ range (i.e., $k/\delta > 0.0125$ or 0.025) for outer-region similarity [21]. In [42] $k/\delta = 0.016$ (wire mesh) and flow was below the hydrodynamic rough threshold ($Re_* = 17$). Flow over an array of roughness geometries (sand, variously sized and spaced spheres, hemispheres and fences) may provide the same effect on the mean downstream velocity profile, although mechanisms of turbulence generation, mixing and dissipation may differ [40]. Unfortunately, few direct comparisons can be made between studies to isolate the specific effects of 3D roughness type. However, [42] were able to isolate the effects of a smooth surface, a grain roughness ($k = D_{50} = 1.2$ mm) and a wire mesh ($k = 0.6$ mm) on turbulence structure by maintaining an approximately constant $Re$ ($u$ and $d$ constant). Their data can be augmented by [37] who used wire mesh of $k = 0.69$ mm under similar flow conditions. In each case, the rough surfaces
increased $\Delta u^+$ and downstream $TI$ increased at all heights relative to a smooth surface. Profiles of the vertical $TI$ on rough surfaces were higher than the smooth-wall data, likely because the surface roughness was substantial for the wire mesh data, but only marginal for sand grains. As mentioned above, surface roughness has a stronger effect on the vertical than downstream $TI$ \cite{23}, and \cite{42} demonstrated that the effects of surface roughness on $\frac{\rho u'^+ w'^+}{U}$ were more distinct in the roughness layer. The grain roughness increased peak $TI$ values, which were located at $z/d = 0.08$, by $\sim 20\%$ compared to the smooth boundary. The mesh roughness caused an increase of $\sim 40\%$, and the peak was located at $z/d = 0.09$, which was similar to peak values at $z/d = 0.04$ found by \cite{37}. Although the wire diameters were only about $50\%$ of the nominal height of the sand grains, the wire mesh data had significantly higher $TI$ and Reynolds shear stress values. This further indicates that the effects of 3D roughness geometry and spacing are more than simply a function of $k$.

4. Summary and Key Findings

Whereas much has been learned about flow over rough boundaries, much of the environmental hydraulics of natural systems remains to be examined. This is due to several factors including: (1) the emphasis on mean effects rather than detailed structure of the flow; (2) the use of different parameters to examine turbulence; (3) the difficulty in finding a standard parameterization for a wide variety of roughness surfaces, particularly complex 3D roughness; and (4) the difficulty in comparing data from different measurement techniques. This has led to conflicting results in some cases and lack of clearly defined trends in others. Despite these issues, the following conclusions can be drawn:

- **The height to which the roughness layer extends**, $z_r$, is generally found within the range $2 < k > 5$. However, some examples indicate it may be as high as $8k$ due in part to the precise geometry of the surface, and the way in which $z_r$ is determined (e.g., location of the maximum Reynolds shear stress, third-order velocity statistics).

- **The roughness Reynolds number**, $Re_* = u_* k / \nu$, is a fundamental parameter that describes the balance between viscous and form drag forces imparted by boundary roughness. *Hydrodynamically rough flows* occur at high values of $Re_*$ and represents the dominance of form drag induced by the generation
of TKE around roughness elements, where velocity is independent of viscosity. Under *hydrodynamically smooth conditions* the boundary shear stress ($\tau_w$) is largely viscous and velocity is governed by viscous forces. Under *transitionally rough flows* both viscous and form drag dictate near-bed velocity and turbulence production. An increase in $Re_*$ will disrupt the burst-sweep cycle inherent to viscous forces and promote form drag.

- There is little consensus on how to determine the **transition threshold between hydrodynamically smooth and rough flows** because the use of simple measures such as $k$ neglect the effects of other geometrical parameters such as spacing, shape and 2D vs. 3D dimensionality. The transition has been reported to occur between $Re_{*\text{smooth}} \approx 15$ and $Re_{*\text{rough}} \approx 55$ for uniform close-packed spheres, and between $Re_{*\text{smooth}} \approx 5$ and $Re_{*\text{rough}} \approx 70$ for less uniform close packed sand grains. These latter values have been supported by an evaluation of flow over a variety of roughness types, which found that $k/k$ becomes independent of $Re_*$ when $Re_* \geq 70 - 80$.

- The ratio of the spacing between roughness elements and roughness height, $\lambda/k$, is a geometrical parameter that dictates the influence of boundary roughness on the roughness layer. A number of non-dimensional indices have been used to evaluate roughness (e.g., roughness index, $\lambda/k$; relative roughness spacing, $k/\lambda$; and dimensionless groove width, $j/k$; Table 1) over 2D transverse bars.

- The **effect of $\lambda/k$** is well understood due to the focus on the effects of spacing between roughness elements for 2D transverse bars, in part due to the ease of measuring and changing geometrical parameters in 2D cases. For flows with $\lambda/k < 8$ the connectivity between the fluid in the space between roughness elements and the flow above becomes increasingly limited (i.e., *skimming flow*; $d$-type roughness). For flows with $\lambda/k \sim 8$ the turbulent wakes generated around individual roughness elements interact the most (i.e., *wake interference flow*), minimizing viscous drag but maximizing form drag. For flows with $\lambda/k > 8$ the interaction of wakes decreases towards *isolated roughness flow*, where the recirculation within the interfacial sublayer is intermittent and limited to the zone in the immediate lee of individual roughness elements.

- The **roughness function, $Au^*$**, is a measure of the capacity of the rough surface to absorb momentum (i.e., a surrogate measure of resistance) and is related to $k$. It can be calculated from the dimensionless law-of-the-wall
(eqn. 3). Where $\lambda/k < 8$, $\Delta u^+$ increases with $\lambda/k$, because turbulence production is lowered by the viscous forces in the near-bed region. Where $\lambda/k \geq 8$, $\Delta u^+$ decreases with $\lambda/k$, because viscous forces are reduced and turbulence production is higher, generating a larger sink for momentum.

- **The relative height, $\delta/k$, or blockage ratio, $k/\delta$,** can be used to determine whether boundary roughness can be considered as a single roughness surface or as one containing multiple, individual roughness elements. Variations in these parameters may be related to the contradictory statements regarding the similarity hypothesis. However, there is no threshold that can be applied to all surfaces given the influence of other geometrical parameters. A recent review suggested that, on average, individual roughness elements exist when $\delta/k \leq 50$ (or $k/\delta \geq 0.02$).

- **Block-like 3D surfaces** that can be parameterized in a similar manner to 2D transverse bars are better understood than those that cannot. Height is the only definable parameter, which is often insufficient for predicting turbulence in the roughness sublayer.

Whereas our knowledge of 2D systems has improved substantially, the application of this knowledge to natural systems is limited given the apparent (but as yet unclear) differences in the hydrodynamics of 3D systems. Ultimately, systematic investigations of flow over complex, 3D surfaces are required, and should incorporate: (1) hydrodynamically smooth, transitional and rough flows; (2) a range of relative depths, $k/d$, to establish the thresholds at which roughness elements start to behave ‘individually’ over different surfaces; and (3) a greater emphasis on the transverse flow component. Such a framework requires that a universal method of parameterizing 3D roughness geometry be developed, possibly from existing statistical or numerical modelling methods.

**APPENDIX- LIST OF SYMBOLS**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_e$</td>
<td>Area of individual roughness elements, bed area</td>
<td>[L$^2$]</td>
</tr>
<tr>
<td>$A_t$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$B$</td>
<td>Smooth-wall log-law intercept ($= 5.6$)</td>
<td>-</td>
</tr>
<tr>
<td>$C_D$</td>
<td>Drag coefficient</td>
<td>-</td>
</tr>
<tr>
<td>$d$</td>
<td>Flow depth</td>
<td>[L]</td>
</tr>
<tr>
<td>$d_0$</td>
<td>Zero plane displacement</td>
<td>[L]</td>
</tr>
<tr>
<td>$d/k$</td>
<td>Blockage ratio</td>
<td>-</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>$D$</td>
<td>Molecular diffusivity</td>
<td>$[L^2 T^{-1}]$</td>
</tr>
<tr>
<td>$D_s$</td>
<td>Percent of cumulative grain size distribution</td>
<td>-</td>
</tr>
<tr>
<td>$f$</td>
<td>Darcy-Weisbach friction factor</td>
<td>-</td>
</tr>
<tr>
<td>$H_s$ or $H_L$</td>
<td>Scaling exponent</td>
<td>-</td>
</tr>
<tr>
<td>$j$</td>
<td>Groove width</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$k, k_s$</td>
<td>Roughness height, Equivalent roughness height</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$k/d$ or $k/δ$</td>
<td>Relative roughness</td>
<td>-</td>
</tr>
<tr>
<td>$K_l$</td>
<td>Max difference between 3 adjacent points on a bed</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$l$</td>
<td>Downstream length of roughness element; length scale</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of elements in a cross-section</td>
<td>-</td>
</tr>
<tr>
<td>$P$</td>
<td>Wetted perimeter</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$Re, Re_s, Re_δ$</td>
<td>Reynolds number, Roughness Re, Local Re, Boundary Layer Re</td>
<td>-</td>
</tr>
<tr>
<td>$TI$</td>
<td>Turbulence intensity</td>
<td>-</td>
</tr>
<tr>
<td>$TKE$</td>
<td>Turbulent kinetic energy</td>
<td>$[L^2 T^{-2}]$</td>
</tr>
<tr>
<td>$U, U_0$</td>
<td>Mean downstream velocity, free stream velocity</td>
<td>$[L T^{-1}]$</td>
</tr>
<tr>
<td>$u_s$</td>
<td>Instantaneous surface velocity</td>
<td>$[L T^{-1}]$</td>
</tr>
<tr>
<td>$u, v, w$</td>
<td>Instantaneous velocity in x, y, and z directions</td>
<td>$[L T^{-1}]$</td>
</tr>
<tr>
<td>$u', v', w'$</td>
<td>Deviation from mean velocity in x, y, and z</td>
<td>$[L T^{-1}]$</td>
</tr>
<tr>
<td>$u_*$</td>
<td>Friction velocity</td>
<td>$[L T^{-1}]$</td>
</tr>
<tr>
<td>$u'$</td>
<td>Dimensionless downstream velocity</td>
<td>-</td>
</tr>
<tr>
<td>$\overline{u^2, v'^2, w'^2}$</td>
<td>Reynolds normal stress in x, y, and z directions</td>
<td>$[L^2 T^{-2}]$</td>
</tr>
<tr>
<td>$x, y, z$</td>
<td>Downstream, transverse, and vertical distance</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$z^+$</td>
<td>Dimensionless height</td>
<td>-</td>
</tr>
<tr>
<td>$z_0, z_L, z_c$</td>
<td>Roughness height, height of roughness layer, height of logarithmic layer, and height of roughness crests</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$\Delta u'$</td>
<td>Roughness function</td>
<td>-</td>
</tr>
<tr>
<td>$\partial u/\partial z$</td>
<td>Vertical velocity gradient</td>
<td>$[T^{-1}]$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------</td>
</tr>
<tr>
<td>$\delta_D$, $\delta_v$, $\delta_I$, $\delta_F$, $\delta_R$, $\delta_I$</td>
<td>Diffusional sublayer thickness, Viscous sublayer thickness, Inertial sublayer thickness, Form-induced sublayer thickness, Roughness layer thickness, and Interfacial sublayer thickness</td>
<td>[L]</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Turbulent energy dissipation</td>
<td>[L$^2$T$^{-3}$]</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>Standard deviation of bed elevations</td>
<td>[L]</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Wake function</td>
<td>-</td>
</tr>
<tr>
<td>$\Pi$</td>
<td>Wake strength</td>
<td>-</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>von Kármán constant (equal to 0.4)</td>
<td>-</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity</td>
<td>[L$^2$T$^{-1}$]</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
<td>[L]</td>
</tr>
<tr>
<td>$\lambda_{Crit}$</td>
<td>Critical wavelength for wake interference flow</td>
<td>[L]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density of water</td>
<td>[M L$^{-3}$]</td>
</tr>
<tr>
<td>$-\rho\bar{u}w$</td>
<td>Reynolds shear stress</td>
<td>[M L$^{-1}$ T$^{-2}$]</td>
</tr>
<tr>
<td>$\tau_w$</td>
<td>Bed or wall shear stress</td>
<td>[M L$^{-1}$ T$^{-2}$]</td>
</tr>
</tbody>
</table>
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Numerical simulations of the free-surface flow, developing by the propagation of nonlinear water waves over a rippled bottom, are performed assuming that the corresponding flow is two-dimensional, incompressible and viscous. The simulations are based on the numerical solution of the Navier-Stokes equations subject to the fully-nonlinear free-surface boundary conditions and appropriate bottom, inflow and outflow boundary conditions. The equations are properly transformed so that the computational domain becomes time-independent. For the spatial discretization, a hybrid scheme is used where central finite-differences, in the horizontal direction, and a pseudo-spectral approximation method with Chebyshev polynomials, in the vertical direction, are applied. A fractional time-step scheme is used for the temporal discretization. Over the rippled bed, the wave boundary layer thickness increases significantly, in comparison to the one over flat bed, due to flow separation at the ripple crests, which generates alternating circulation regions. The amplitude of the wall shear stress over the ripples increases with increasing ripple height or decreasing Reynolds number, while the corresponding friction force is insensitive to the ripple height change. The amplitude of the form drag forces due to dynamic and hydrostatic pressures increase with increasing ripple height but is insensitive to the Reynolds number change, therefore, the percentage of friction in the total drag force decreases with increasing ripple height or increasing Reynolds number.

1. Introduction

Sediment transport in the coastal zone results into the formation of sand ripples along the beach bottom. The presence of a rippled bed modifies the propagation of water waves and the development of the wave boundary layer. Wiberg and Nelson [10] studied experimentally the unidirectional flow over rippled bed and developed a flow model for the prediction of the mean velocity profiles and drag coefficients on each ripple. Ranasoma and Sleath [9] studied experimentally the combined current and oscillatory flow over ripples, considering a rigid lid approximation for the free surface, and concluded that the velocity profiles do not collapse to a single curve. Fredsøe et al. [5] studied experimentally and numerically the combined current and oscillatory flow over rippled bed and concluded that the velocity profiles comprise of two layers; one associated to
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...the ripple height and the other to the wave motion. Huang and Dong [6] studied numerically the wave propagation over rippled bed, utilizing the finite-analytic (FA) method, and concluded that the periodically averaged flow exhibits a current in the opposite direction of the wave propagation. Barr et al. [1] studied numerically and experimentally the oscillatory flow over sand ripples, considering a rigid lid approximation for the free surface, and concluded that the wave boundary layer over rippled bed increases, while the average shear stress on the wall decreases, with ripple steepness. Chang and Scotti [2] studied numerically the unidirectional and the oscillatory flow over sand ripples, considering a rigid lid approximation for the free surface, and concluded that the large-eddy simulation (LES) performs better than the Reynolds-Averaged Navier-Stokes (RANS) $k-\omega$ model, which underestimates the Reynolds stress and overestimates the amplitude of the vertical velocity oscillations. Malarkey and Davies [7] studied numerically the oscillatory flow over sand ripples, utilizing a discrete vortex method, and concluded that the flow in the lower part of the oscillating boundary layer is dominated by the process of vortex formation and shedding due to flow separation.

![Figure 1. Sketch of bed ripple of parabolic shape.](image)

Typical sand ripples have parabolic shape (Figure 1), while their dimensions, length $L_r$ and height $h_r$, depend on wave period, wave height and water depth according to laboratory and field data [4]. In the present study, the case of wavelength to water depth ratio $\lambda/d_0 = 6$ and wave height to wavelength ratio $H_0/\lambda = 0.05$ is considered, which is consistent with $L_r/d_0 \leq 0.25$ and $0.02 \leq h_r/d_0 \leq 0.05$ according to Nielsen [8], at two Reynolds numbers. The objective is to simulate the corresponding free-surface flow, considering a rigid rippled bed, and study the effect of Reynolds number and ripple height on the flow behavior in the vicinity of the ripples, the distribution of wall shear stress and pressure along the bed, as well as the corresponding friction and form drag forces. In the following sections, the formulation, the numerical method and results are presented for the propagation of the above mentioned wave at two Reynolds
numbers considering the two extreme values of ripple height \( h/d_0 = 0.02 \) and 0.05, which correspond to ripple steepness \( h/L_r = 0.08 \) and 0.2, respectively.

2. Formulation

The incompressible, viscous, two-dimensional, free-surface flow is governed by the continuity

\[
\frac{\partial u_i}{\partial x_i} + \frac{\partial u_j}{\partial x_j} = 0
\]  

(1)

and the Navier-Stokes equations

\[
\frac{\partial u_i}{\partial t} + u_i \frac{\partial u_i}{\partial x_i} + u_j \frac{\partial u_i}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{1}{\text{Re}} \left( \frac{\partial^2 u_i}{\partial x_i^2} + \frac{\partial^2 u_i}{\partial x_j^2} \right)
\]

(2)

\[
\frac{\partial u_j}{\partial t} + u_i \frac{\partial u_j}{\partial x_i} + u_j \frac{\partial u_j}{\partial x_j} = -\frac{\partial p}{\partial x_j} + \frac{1}{\text{Re}} \left( \frac{\partial^2 u_j}{\partial x_i^2} + \frac{\partial^2 u_j}{\partial x_j^2} \right)
\]

(3)

where \( t \) is time, \( x_i \) and \( x_j \) are the horizontal and vertical coordinates, respectively; \( u_i \) and \( u_j \) are the horizontal and vertical velocity components, respectively; \( p \) is the dynamic pressure and \( \text{Re} \) is the Reynolds number. The equations (1)-(3) are in dimensionless form utilizing the inflow depth \( d_0 \), the gravity acceleration \( g \) and the fluid density \( \rho \), therefore, \( \text{Re} = d_0(\rho g d_0)^{1/2}/\nu \) where \( \nu \) is the fluid kinematic viscosity.

The kinematic and dynamic (normal and shear stress) boundary conditions at the free surface \( (x_j = \eta) \), respectively, are

\[
\frac{u_j}{\eta} = \frac{\partial \eta}{\partial t} + u_i \frac{\partial \eta}{\partial x_i},
\]

(4)

\[
p = \frac{\eta}{\text{Fr}^2} \quad \text{and} \quad \left( \frac{\partial u_i}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right) \left( 1 - \left( \frac{\partial \eta}{\partial x_j} \right)^2 \right) + 4 \frac{\partial u_i}{\partial x_i} \frac{\partial \eta}{\partial x_j} = 0
\]

(5)

where \( \eta \) is the free surface elevation and \( \text{Fr} \) is the Froude number, which under the present dimensionless formulation is equal to one. In addition, the no-slip and non-penetration boundary conditions at the bottom, respectively, are
where $d = d(x_1)$ is the bottom depth measured from the still free surface level.

Given that the free surface is time-dependent, the Cartesian coordinates are transformed, in order for the computational domain to become time-independent, according to the expressions

$$s_1 = x_1 \quad \text{and} \quad s_2 = \frac{2x_1 + d - \eta}{d + \eta}$$

According to (7), in the transformed domain, the free surface corresponds to $s_2 = 1$, while the bottom to $s_2 = -1$. The velocity components are also transformed in the following way

$$u_1 = v_1 \quad \text{and} \quad u_2 = v_2 + \frac{r}{2} v_1 = v_2 + v_\eta$$

where

$$r = \frac{1 + s_1}{2} \frac{\partial \eta}{\partial s_1} + \frac{1 - s_1}{2} \frac{\partial h}{\partial s_1}$$

and $\partial h / \partial s_1 = - \partial d / \partial s_1$ is the bottom slope.

Taking into account (7) and (8), the transformed continuity equation and the Navier-Stokes equations in rotational form, respectively, are

$$\frac{\partial v_1}{\partial s_1} + \frac{2}{d + \eta} \left[ \frac{\partial v_1}{\partial s_2} + \frac{v_1}{2} \left( \frac{\partial \eta}{\partial s_1} - \frac{\partial h}{\partial s_1} \right) \right] = 0$$

$$\frac{\partial v_1}{\partial t} = v_2 \frac{\xi}{d + \eta} + \frac{1 + s_1}{d + \eta} \frac{\partial \eta}{\partial s_1} \frac{\partial v_1}{\partial s_2} + \frac{r}{d + \eta} \frac{\partial p}{\partial s_2} - \frac{\partial \Pi}{\partial s_1} + \frac{1}{\text{Re}} \left( \frac{r^2 + 1}{(d + \eta)} \right) \frac{\partial^2 v_1}{\partial s_2^2} + A_1$$
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\[
\frac{\partial v_i}{\partial t} = -v_i \xi + \frac{1 + s_\eta}{d + \eta} \frac{\partial}{\partial s_\xi} \left( v_i + v_s \right) - a_s - \frac{2}{d + \eta} \frac{\partial \Pi}{\partial s_\eta} + \frac{1}{\text{Re}} \left( \frac{\partial^2 (v_i + v_s)}{\partial s_\xi^2} + (r^2 + 1) \left( \frac{2}{d + \eta} \right) \frac{\partial^2 (v_i + v_s)}{\partial s_\xi^2} \right) + A_i \tag{12}
\]

where

\[
\xi = \frac{\partial v_i}{\partial s_\xi} - \frac{2}{d + \eta} \frac{\partial v_i}{\partial s_\eta} \tag{13}
\]

is the transformed vorticity,

\[
a_s = \frac{\partial v_i}{\partial t} + v_i \frac{\partial v_i}{\partial s_\xi} + v_s \frac{2}{d + \eta} \frac{\partial v_i}{\partial s_\eta} \tag{14}
\]

is the transformed vertical acceleration,

\[
\Pi = p + \frac{1}{2} \left( v_i^2 + v_s^2 \right) \tag{15}
\]

is the transformed dynamic pressure head and

\[
A_i = -\frac{2}{d + \eta} \left( 2r \frac{\partial^3 u_i}{\partial s_\eta^3} + \left( \frac{\partial r}{\partial s_\xi} - r \frac{2}{d + \eta} \left( \frac{\partial \eta}{\partial s_\xi} - \frac{\partial h}{\partial s_\xi} \right) \right) \frac{\partial u_i}{\partial s_\xi} \right) \tag{16}
\]

Finally, the free surface boundary conditions, obtained by the transformation of (4) and (5), are

\[
v_z = \frac{\partial \eta}{\partial t} \tag{17}
\]

\[
\Pi = \frac{\eta}{\text{Fr}^2} + \frac{1}{2} \left( v_i^2 + v_s^2 \right) \quad \text{and} \quad \frac{2}{d + \eta} \left( 1 + \left( \frac{\partial \eta}{\partial s_\xi} \right)^2 \right) \frac{\partial v_i}{\partial s_\eta} + \left( 1 - \left( \frac{\partial \eta}{\partial s_\xi} \right)^2 \right) \frac{\partial v_i}{\partial s_\xi} - 2 \frac{\partial \eta}{\partial s_\xi} \left( 1 + \left( \frac{\partial \eta}{\partial s_\xi} \right)^2 \right) \frac{\partial v_i}{\partial s_\xi} + 0 \tag{18}
\]
while the bottom boundary conditions, obtained by the transformation of (6), are
\[ v_1 = 0 \quad \text{and} \quad v_2 = 0. \]  

(19)

3. Numerical Method

The numerical solution of the unsteady, two-dimensional, Navier-Stokes equations is based on a fractional time-step scheme, which consists of three stages, for the temporal discretization and a hybrid scheme for the spatial discretization. In the latter, central finite-differences are applied along \( s_1 \) and a pseudo-spectral approximation with Chebychev polynomials along \( s_2 \). Along \( s_1 \), the spatial interval \( \Delta s \) is constant, while along \( s_2 \), the number of collocation points \( N \) is equal to the highest order of the Chebychev polynomials. At the first stage of each time step, the nonlinear terms and the \( A_i \) viscous terms of the equations of motion (11) and (12), are treated explicitly using a third-order Adams-Bashforth scheme without imposing any boundary conditions. At the second stage, an implicit Euler scheme is utilized for the treatment of the pressure head terms of (11) and (12). At this stage, the generalized Poisson’s equation for the transformed pressure head, \( \Pi \), is derived by satisfying the continuity equation (10) as well. The normal stress dynamic boundary condition (18), at the free surface, and the non-penetration condition (19), at the bottom, are imposed at this stage. The remaining viscous terms are treated implicitly, at the third stage of the time-step, using again an Euler scheme. The velocity components are computed by numerical solution of the corresponding generalized Poisson’s equations subject to the shear stress dynamic boundary condition (18), at the free surface, and the boundary conditions (19), at the bottom. Finally, the free-surface elevation is computed by satisfying the kinematic boundary condition (17).

A sketch of the computational domain is shown in Figure 2. At the inflow boundary, velocity field, dynamic pressure and free-surface elevation are defined according to second order Stokes wave theory. The inflow region, \( L_I \), of constant depth \( (d = 1) \) is placed just after the inflow plane to allow the incoming wave development, followed by the ripples region, \( L_R \), which consists of 12 ripples, and the outflow region, \( L_E \), of constant depth \( (d = 1) \). A damping zone of length \( L_A < L_E \) is included in the outflow region just before the outflow plane to efficiently minimize wave reflection by the outflow boundary [3].
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Figure 2. Sketch of computational domain for simulation of wave propagation over rippled bed.

4. Results

The numerical model is validated by simulating the laminar, oscillatory, current flow, which develops a uniform boundary layer over horizontal bottom of constant depth $d_0$ since the free surface is modeled as a rigid symmetry plane. In dimensional terms, the driving velocity is $u = U \sin(\omega t^*)$ where $U$ is the velocity magnitude, $\omega = 2\pi/T$ is the radial frequency, $T$ is the period and $t^*$ is the time. In this case, flow variables are rendered dimensionless by $d_0$, $U$ and $\rho$, while $x_2 = 0$ corresponds to the bottom and $x_2 = 1$ to the free surface. The computational domain length is equal to 4, in the $x_1$ direction, while the numerical parameters are $\Delta t = 0.002$ (in time units of $d_0/U$), $\Delta s = 0.0125$ and $N = 128$. The Reynolds and Strouhal numbers defined with respect to the Stokes length $\delta = (2\nu/\omega)^{1/2}$ are $Re = U/\delta v = 80$ and $St = \omega \delta U = 0.025$, and correspond to $\delta/d_0 = 0.003$. The streamwise velocity, obtained by the analytical solution

$$u_1 = \frac{u}{U} = \sin(\omega t^*) \exp \left( -\frac{x_2}{\delta / d_0} \right) \sin \left( \frac{\omega x^* - x_2}{\delta / d_0} \right),$$

(20)

is in excellent agreement to the numerical solution (Figure 3).

Next, the simulation of finite-amplitude wave propagation over a rigid rippled bed is considered. The wavelength of the incoming wave is $\lambda / d_0 = 6$ and its steepness is $H_0/\lambda = 0.05$. Two cases of Reynolds numbers are considered at $Re = 22,120$ ($Re_\delta = 8$, $\delta/d_0 = 0.03$) and $Re = 250,000$ ($Re_\delta = 80$, $\delta/d_0 = 0.003$).
The shape of the ripples (Figure 1) is parabolic

\[ h = \frac{h_r}{d_0} \left( 2 \frac{x}{L_r} - 1 \right)^2 \]  

and we consider two cases with ripple length \( L_r/d_0 = 0.25 \) and heights \( h_r/d_0 = 0.02 \) and 0.05. The domain length is set equal to 36.5 = 6.5 \( \lambda/d_0 \), the inflow region is equal to 6, the ripple train spans half a wavelength (from \( x_1 = 6.125 \) to \( x_1 = 9.125 \)) and consists of 12 ripples, while the damping zone is equal to 24. The numerical parameters are \( \Delta t = 0.002 \), \( \Delta s = 0.0125 \) and \( N = 128 \).

Typical snapshots of the pressure field for the case \( h_r/d_0 = 0.05 \) at both Reynolds numbers are shown in Figure 4. The presence of the ripples does not alter the wave propagation, while the effect of the Reynolds number on the flow dynamics is minimal. The operation of the damping zone is also clearly demonstrated in Figure 4. The velocity field in the vicinity of a ripple for the case \( h_r/d_0 = 0.05 \) during one period of wave propagation is shown in Figure 5.
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for Re = 22,120 and Figure 7 for Re = 250,000. The thickness of the boundary layer at Re = 250,000 is only about half the one at Re = 22,120, while the corresponding ratio of Stokes lengths is 1/10. This is due to the flow separation at the ripple crests which dominates over viscous diffusion. The flow separates along the wave propagation direction at the ripple crest, and forms a recirculation region with strong negative vorticity on the downslope side of the ripple, when a wave crest propagates above the ripple crest, while it separates opposite to the wave propagation direction, and forms a recirculation region with strong positive vorticity on the upslope side of the ripple, when a wave trough propagates above the ripple crest. The corresponding vorticity field in the vicinity of a ripple for the case $h/d_0 = 0.05$ during one period of wave propagation is shown in Figure 6 for Re = 22,120 and Figure 8 for Re = 250,000.

The wall shear stress distributions at Re = 22,120 for ripples with $h/d_0 = 0.02$ and 0.05 are shown in Figure 9, while the corresponding distributions at Re = 250,000 are shown in Figure 10. Note that wall shear stress is non-dimensionalized by $\rho gd_0$. The spatial development of the wall shear stress is modulated by the wavelength in the flat region and by the ripple length in the ripples region. The amplitude of the wall shear stress over the ripples is substantially larger than over the flat bed, and it increases according to the increase of the ripple height. The increase of the Reynolds number, on the other hand, decreases the amplitude of the wall shear stress.

Figure 4. Contours of dynamics pressure at a time instant of the wave propagation over bed with ripples of $h/d_0 = 0.05$ at Re = 22,120 (top) and Re = 250,000 (bottom).
Figure 5. Free surface elevation and velocity field in the vicinity of a ripple during one period of wave propagation at Re = 22,120.

Figure 6. Contours of vorticity in the vicinity of a ripple during one period of wave propagation at Re = 22,120. The time instants are identical to the ones in Figure 5.
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Figure 7. Free surface elevation and velocity field in the vicinity of a ripple during one period of wave propagation at Re = 250,000.

Figure 8. Contours of vorticity in the vicinity of a ripple during one period of wave propagation at Re = 250,000. The time instants are identical to the ones in Figure 7.
Finally, shear stress, dynamic pressure and hydrostatic pressure are integrated along the surface of one ripple to compute the horizontal components of the friction force $F_F$, the dynamic pressure drag force $F_P$ and hydrostatic pressure drag force $F_S$, respectively, applied on the ripples. The sum of these forces is the total horizontal drag force, $F_D$, on a ripple. The corresponding drag coefficient is $C_D = F_D/\rho g L^2$, while the component drag coefficients $C_F$, $C_P$ and $C_S$ are defined accordingly. The time evolution of these drag coefficients on a ripple at $Re$ = 22,120 is shown in Figure 11 for both $h_r/d_0 = 0.02$ and 0.05, which correspond to ripple steepness $h_r/L_r = 0.08$ and 0.2, while the corresponding evolution at $Re$ = 250,000 is shown in Figure 12.
of the hydrostatic pressure drag force is the highest, while the one of the friction force is the lowest. The amplitude of both pressure drag forces increases with increasing ripple height, while the amplitude of the friction force is insensitive to the increase of ripple height. On the other hand, the amplitude of both pressure drag forces is insensitive to the increase of the Reynolds number, while the amplitude of the friction force decreases with increasing Reynolds number. Therefore, the percentage of friction in the total drag force decreases with increasing ripple height or increasing Reynolds number.

Figure 10. Distribution of wall shear stress during one period of wave propagation at Re = 250,000 for ripples of (a) \( h_r/d_0 = 0.02 \) and (b) \( h_r/d_0 = 0.05 \).
Figure 11. Time evolution of free surface elevation above and component drag coefficients on a ripple during two periods of wave propagation at Re = 22,120 for two values of ripple steepness.

Figure 12. Time evolution of free surface elevation above and component drag coefficients on a ripple during two periods of wave propagation at Re = 250,000 for two values of ripple steepness.
5. Conclusion

The propagation of finite-amplitude waves over a rippled bed was simulated to deduce the effect of Reynolds number and ripple height on the flow dynamics. Flow separation at the ripple crests generates a circulation region between crests, which results into increased boundary layer thickness and wall shear stress. The amplitude of the wall shear stress over the ripples increases with increasing ripple height or decreasing Reynolds number, while the corresponding friction force is insensitive to the ripple height change. The amplitude of the form drag forces due to dynamic and hydrostatic pressures increase with increasing ripple height but is insensitive to the Reynolds number change, hence, the percentage of friction in the total drag force decreases with increasing ripple height or increasing Reynolds number. Therefore, ripple migration in the coastal environment is driven by form rather than friction drag and depends strongly on the ripple steepness.
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Appendix

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>dimensionless bottom depth</td>
<td></td>
</tr>
<tr>
<td>$d_0$</td>
<td>inflow depth</td>
<td>[L]</td>
</tr>
<tr>
<td>Fr</td>
<td>Froude number</td>
<td></td>
</tr>
<tr>
<td>$g$</td>
<td>gravity acceleration</td>
<td>[L T$^{-2}$]</td>
</tr>
<tr>
<td>$H_0$</td>
<td>incoming wave height</td>
<td>[L]</td>
</tr>
<tr>
<td>$h$</td>
<td>dimensionless bed-ripple elevation</td>
<td></td>
</tr>
<tr>
<td>$h_r$</td>
<td>ripple height</td>
<td>[L]</td>
</tr>
<tr>
<td>$L$</td>
<td>dimensionless computational length</td>
<td></td>
</tr>
<tr>
<td>$L_A$</td>
<td>dimensionless absorption region length</td>
<td></td>
</tr>
<tr>
<td>$L_E$</td>
<td>dimensionless outflow region length</td>
<td></td>
</tr>
<tr>
<td>$L_I$</td>
<td>dimensionless inflow region length</td>
<td></td>
</tr>
<tr>
<td>$L_d$</td>
<td>dimensionless rippled region length</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>$L_r$</td>
<td>ripple length</td>
<td>[L]</td>
</tr>
<tr>
<td>$p$</td>
<td>dimensionless dynamic pressure</td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>linear interpolation of free surface and bed slope</td>
<td></td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
<td></td>
</tr>
<tr>
<td>$Re_\delta$</td>
<td>Reynolds number based on Stokes length</td>
<td></td>
</tr>
<tr>
<td>$s_1$</td>
<td>transformed horizontal coordinate</td>
<td></td>
</tr>
<tr>
<td>$s_2$</td>
<td>transformed vertical coordinate</td>
<td></td>
</tr>
<tr>
<td>$St_0$</td>
<td>Strouhal number based on Stokes length</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>dimensionless time</td>
<td></td>
</tr>
<tr>
<td>$t^*$</td>
<td>dimensional time</td>
<td>[T]</td>
</tr>
<tr>
<td>$T$</td>
<td>period</td>
<td>[T]</td>
</tr>
<tr>
<td>$u$</td>
<td>oscillatory flow driving velocity</td>
<td>[L T$^{-1}$]</td>
</tr>
<tr>
<td>$U$</td>
<td>oscillatory flow velocity magnitude</td>
<td>[L T$^{-1}$]</td>
</tr>
<tr>
<td>$u_1$</td>
<td>dimensionless horizontal velocity</td>
<td></td>
</tr>
<tr>
<td>$u_2$</td>
<td>dimensionless vertical velocity</td>
<td></td>
</tr>
<tr>
<td>$v_1$</td>
<td>transformed horizontal velocity</td>
<td></td>
</tr>
<tr>
<td>$v_2$</td>
<td>transformed vertical velocity</td>
<td></td>
</tr>
<tr>
<td>$x_1$</td>
<td>dimensionless horizontal coordinate</td>
<td></td>
</tr>
<tr>
<td>$x_2$</td>
<td>dimensionless vertical coordinate</td>
<td></td>
</tr>
<tr>
<td>$x_r$</td>
<td>ripple horizontal coordinate</td>
<td></td>
</tr>
<tr>
<td>$\alpha_\eta$</td>
<td>transformed vertical acceleration</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>Stokes length</td>
<td>[L]</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>dimensionless horizontal grid size</td>
<td></td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>dimensionless time step</td>
<td></td>
</tr>
<tr>
<td>$\zeta$</td>
<td>transformed vorticity</td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td>dimensionless free surface elevation</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>wavelength</td>
<td>[L]</td>
</tr>
<tr>
<td>$\nu$</td>
<td>fluid kinematic viscosity</td>
<td>[L$^2$ T$^{-1}$]</td>
</tr>
<tr>
<td>$N$</td>
<td>Chebyshev modes number</td>
<td></td>
</tr>
<tr>
<td>$\Pi$</td>
<td>transformed pressure head</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>fluid density</td>
<td>[M L$^{-3}$]</td>
</tr>
<tr>
<td>$\omega$</td>
<td>radial frequency</td>
<td>[T$^{-1}$]</td>
</tr>
</tbody>
</table>
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CALCULATION OF AGGREGATED ALBEDO IN RECTANGULAR SOLID GEOMETRY ON ENVIRONMENTAL INTERFACES

DARKO KAPOR\textsuperscript{1}, ANA CIRISAN\textsuperscript{2}, DRAGUTIN T. MIHAIOVIC\textsuperscript{3}
\textsuperscript{1}Faculty of Sciences, University of Novi Sad, Novi Sad, Serbia
\textsuperscript{2}Scientific Computing Laboratory, Institute of Physics, Belgrade, Serbia
\textsuperscript{3}Faculty of Agriculture, University of Novi Sad, Novi Sad, Serbia

The albedo of the interface has always been an important parameter for the evaluation of the radiation fluxes in environmental studies. The practical problem arises if the surface is a heterogeneous one. Various approaches to calculate the aggregated albedo have been developed. Our previous research demonstrated the existence of a geometrical effect when different parts of the interface have different heights. We have offered the general approach for the calculation of the flux that is lost due to the absorption on the vertical lateral boundaries. The multiple scattering effect and the dependence of the albedo on the zenithal angle of the incident radiation were disregarded. In the case of simple geometries we derived analytically the expressions for this loss coefficient, which, for some ideal urban geometries, coincides with Oke’s sky-view factor. The aim of this chapter is an elaboration of this effect for more complex geometry, which does not allow analytic solutions. Therefore, it was necessary to develop an efficient numerical procedure, in this case the so-called ray-tracing Monte Carlo approach. It was first tested for known analytical solutions. As the next step, it was incorporated into one land surface scheme (LAPS), and then an example of central geometry was considered for: (i) a two-patch grid cell with a square geometrical distribution and (ii) different heights of its parts. Simulations were done for several patch areas, with different heights (“propagating building”). Various surface types were considered. The derived value for the albedo was compared with the result of the conventional approach. Changes in albedo lead to a significant change in partitioning of the energy at the environmental interface. The most remarkable changes were in values of sensible and latent heat fluxes, as well as the surface temperature. The values of effective surface temperature were calculated using the LAPS parameterisation scheme and then compared to the values obtained with a conventional parameterisation of the albedo.

\textit{Keywords:} albedo; environmental interface; parameter aggregation; urban modelling.

1. Introduction

Albedo became one of the key variables in the parameterization of the land-surface radiative transfer over the grid cell in numerical modelling. Through its influence on the energy balance of the Earth, and thus indirectly on many other
factors (fluxes of momentum, energy, carbon-dioxide, moisture, etc.), surface albedo belongs to the class of fundamentally important meteorological parameters.

Nowadays, in order to obtain more precise parameterization of physical processes, one of the basic tasks is the determination of albedo over heterogeneous areas. Various manners to calculate the aggregated albedo have been developed [1] [2] [7]. The most common approach is to determine the albedo as the grid cell-average albedo using a simple arithmetical averaging. Our physics-based analysis indicates that situations occur where the observed albedo significantly deviates from the simple averaged albedo.

We have proposed in our previous work [3] [8] [11] a new method for aggregating the albedo over a very heterogeneous surface in land surface schemes for use in environmental modelling. The basic assumption of our research is that the geometrical factor can play an important role in albedo calculation; even the same material at different heights might produce interesting effects.

In this chapter, we start with a brief summary of our previous work and continue with the extension of our approach to more complex geometries.

2. Physical Basis of Aggregation Short Review

2.1. Introduction to basic assumptions

In our aforementioned studies we have proposed a new approach for aggregating the albedo over a very heterogeneous surface. For the sake of simplicity, a two-patch grid cell was analysed with a simple geometrical distribution and different heights of its components. The basic constituent of the albedo coming from the grid cell in the present analysis describes the diffuse, homogeneous single scattering of incoming radiation from a given surface. The multiple scattering effect and the dependence of the albedo on the zenithal angle of the incident radiation were disregarded.

Under such conditions, the part of radiation reflected from the lower surface is completely absorbed by the lateral sides of the surface lying on a higher level. Obviously, this manifests itself in the decrease of reflected radiation and the aggregated flux is smaller. In order to describe it, we introduced a “loss coefficient”, i.e. the relative flux that is completely lost due to the absorption on the vertical lateral boundaries (its definition is conceptually analogous to Oke’s sky-view factor [12], particularly for some ideal urban geometries). The derived expression for the albedo of a particularly designed grid cell is compared with
the conventional approach using a common parameterization of albedo over the same grid cell as used by Delage et al. [1].

2.2. Analytical treatment

We consider a grid cell divided into two subregions with different albedos; \( \alpha_i \) is the corresponding albedo of a particular patch; \( \sigma_i \) is fractional cover, calculated as a ratio of patch’s area \( S_i \) and total grid cell area \( S (\sigma_i = S_i / S, i = 1,2) \).

The average albedo over the grid cell according to conventional approach is given as
\[
\bar{\alpha}_c = \alpha_1 \sigma_1 + \alpha_2 \sigma_2
\]
(1)

while our analytic treatment for calculating the average albedo over this grid is
\[
\bar{\alpha}_a = (1 - k) \alpha_1 \sigma_1 + \alpha_2 \sigma_2
\]
(2)

\( k \) is the already mentioned loss coefficient, which can be derived from the following relation
\[
k = \left( \frac{\frac{dE}{dt}}{\frac{dE}{dt}} \right)_h.
\]
(3)

The denominator is the amount of flux emitted from the lower surface into the upper half space. The numerator is the total energy coming from the lower horizontal surface towards the lateral surface. The expression to calculate the radiant energy flux \( \frac{dE}{dt} \) was taken following Liou [5].

The amount of emitted flux reaching the vertical lateral boundary is determined by summing all infinitesimal amounts of radiant flux emitted from the infinitesimal surface element \( dxdy \) (centred around the point with the position vector \( \vec{r} \)) confined in the solid angle \( d\Omega \) under which the element \( dxdy \) “sees” the lateral surface, shown shaded in Figures 1 and 2. According to our basic assumptions, the flux of radiation that reaches the vertical boundary surface is completely lost, so the contribution of the radiation reflected from the lateral surface is not taken into account in the total reflected flux of radiation.

The boundaries of the integration for a given point are determined over the local azimuthal \( (\phi_l, \phi_u) \) and zenithal \( (\theta_l, \theta_u) \) angles in terms of the \( x, y \) coordinates, as it is shown in Figures 1 and 2. The subscripts \( l \) and \( u \) denote
Figure 1. Definition of the boundaries for the integration over the local azimuthal angle.

Figure 2. Definition of the boundaries for the integration over the local zenithal angle.
the lower and upper boundaries, respectively. Following Liou [5], the part of
total energy coming from the lower horizontal surface towards the lateral
surface is given in the form

\[
\left( \frac{dE}{dt} \right)_l = I \int_{\phi} d\phi \int_{\theta} \sin \theta \, d\theta \int_{\phi} \cos \theta \sin \theta \, d\theta
\]

(4)

In this expression \( I \) is the total intensity of radiation (obtained from
the monochromatic intensity by integrating it in the range of the whole spectrum); \( \cos \theta \) describes the direction of the radiation stream, while \( \sin \theta d\theta d\phi \) is the
element of solid angle within which our differential amount of energy is
confined. Using the same expression, with boundaries for the complete upper
half-space, we calculate the amount of flux emitted from the lower horizontal
surface into the upper space as \( (dE/dt)_h = IS \pi \). The loss coefficient \( k \) needed
for calculating the average albedo can be evaluated by combining Eqs. (3) and
(4).

2.3. A numerical approach

As the next step, we present a version of the Monte Carlo (MC) approach. The
number of simple geometries which allow analytic solutions is rather restricted,
so it was necessary to develop an efficient numerical procedure for calculating
the loss coefficient. We have chosen the well known ray-tracing MC method.

Monte Carlo method is a technique for estimating the solution of a
numerical mathematical problem by performing statistical sampling
experiments. It is a method for iteratively evaluating a deterministic model using
sets of random numbers as inputs, turning it into a stochastic one. The result is
obtained within the limits of a large number of numerical experiments.

The method is useful for obtaining numerical solutions to problems which
are too complicated to be solved analytically. The main advantage of Monte
Carlo is that this technique can provide an approximate answer quickly and to a
higher level of accuracy with increasing dimension, as opposed to deterministic
methods. Also, other numerical methods can be more time consuming, less
efficient and expensive.

Monte Carlo techniques can be applied to many different forms of problems.
One of the most important uses of Monte Carlo methods is in evaluating
difficult integrals, especially multi-dimensional integrals. In these situations
Monte Carlo approximations become a valuable tool to use, as they may be able
to give a reasonable approximation in a much shorter time in comparison to
other formal techniques.
A version of the MC approach used in this study is the so-called ray-tracing Monte Carlo method where we retrace the ray destiny. The light transport equation is solved using Monte Carlo methods to simulate the propagation of light in a scenery.

The main idea is to follow the appropriately chosen ray of light after it had undergone diffuse, homogeneous single scattering from the lower surface of the grid cell. We determine the value of “loss-coefficient” $k$ within a given grid cell geometry by averaging the observed behaviour over a large number of followed light paths.

We actually perform our numerical experiment as follows. First, two random numbers, $r_1$ and $r_2$, uniformly distributed in the interval $(0,1)$ are generated in order to randomly sample the point $(x, y)$ which belongs to the lower surface and represents a point of intercept of this surface and the incoming beam. Then, a random direction is chosen in the upper half-space $(\theta, \phi)$ to simulate the trace of scattered beam. Additionally, two more random numbers, $r_3$ and $r_4$, are generated in order to determine the azimuthal $(0, 2\pi)$ and zenithal $(0, \pi/2)$ range within which the scattered beam is found [$\phi = r_3 \times 2\pi$ and $\theta = r_4 \times \pi/2$]. Further approach was based on the idea of line-plane intersection. The reflected beam was treated as a line, while the vertical area had the role of a plane. The point of intersection was determined by combination of line and plane equations. The case was positive for absorption if the diffusively scattered beam reached the vertical boundary. This procedure was repeated $N = 10^6$ times and the “loss-coefficient” was estimated as

$$k = N_a / N$$

where $N_a$ is the number of cases which were positive for absorption and $N$ is the number of conducted numerical experiments.

As the first test of the method, we reproduced the analytical results for the simplest geometry (“step-like” patch) Kapor et al. [3], Mihailovic et al. [8]. A grid cell was divided in two subregions having a rectangular form (Figure 3). The area of the lower surface was $S_1 = L \times l$, while the area of the surface lying on a higher level was $S_2 = L \times (L-l)$. Each one of them had a corresponding albedo, $\alpha_1$ and $\alpha_2$, respectively. The boundaries of the integration are

$$\phi_i = \arctg[(l-y)/(L-x)] \quad \phi_u = \pi/2 \quad \phi_r \quad \phi_i$$

$$\theta_i = \arctg[(l-y)/(l \sin \phi)] \quad \theta_u = \pi/2$$

$$\theta_r \quad \theta_i \quad \theta_i \quad \theta_r \quad \theta_i$$
Flux emitted from the lower surface into the upper half space was calculated as 
\[ \frac{dE}{dt} = \pi \frac{h}{dE/dt} \]. The expression for the flux that reached the lateral surface 
\( dE/dt \) had the following form

\[ (dE/dt)_l = I \int_0^l dy \int_0^L dx \int_0^\theta \cos \theta \sin \theta \ d\theta d\phi \] \hspace{1cm} (8)

For simplicity’s sake, the reduced dimensionless quantities are introduced

\[ \hat{x} = x/L, \quad \hat{y} = y/L, \quad \hat{l} = l/L, \quad \hat{h} = h/L \] \hspace{1cm} (9)

The final expression for the loss coefficient as a function of reduced length \( \hat{l} \) and reduced height \( \hat{h} \) is

\[ k_1(\hat{l}, \hat{h}) = \frac{1}{\hat{l} \pi} \left\{ \hat{l} \arctg \frac{1}{\sqrt{\hat{l}^2 + \hat{h}^2}} \arctg \frac{1}{\sqrt{\hat{l}^2 + \hat{h}^2}} + \hat{h} \arctg \frac{1}{\hat{h}} \right. \]

\[ + \frac{1}{4} \left( 1 - \hat{l}^2 \right) \left[ \ln \left( 1 + \hat{l}^2 \right) - \ln \left( 1 + \hat{h}^2 + \hat{l}^2 \right) \right] + \frac{1}{4} \hat{h}^2 \ln \left( 1 + \hat{h}^2 + \hat{l}^2 \right) + \frac{1}{4} \left( 1 - \hat{h}^2 \right) \ln \left( 1 + \hat{h}^2 \right) + \frac{1}{4} \hat{l}^2 \left[ \ln \hat{l}^2 - \ln \left( \hat{l}^2 + \hat{h}^2 \right) \right] + \frac{1}{4} \hat{h}^2 \left[ \ln \hat{h}^2 - \ln \left( \hat{l}^2 + \hat{h}^2 \right) \right]. \] \hspace{1cm} (10)
Since the numerical results are in agreement with the analytical ones for various parameters of the patches, we concluded that the application of the ray-tracing MC method is justified in this case.

3. Numerical Tests

In this chapter we have considered an example of central geometry, the so-called “propagating building”. Let us note that an analogous example of central geometry, called the “propagating hole”, was previously discussed by Mihailovic et al. [8]. It is assumed that the region consists of a two-patch grid cell, a grid cell of size $L$ and a “propagating building” with the edge $l$ and height $h$, both taking various values, simulating the propagation of that area over the grid cell. The basis of building is a square centred at the centre of the cell. Preliminary results were reported previously in Kapor et al. [4].

In our study the dimension of the grid cell was $100 \times 100 \text{m}$. The fractional cover of the central area was $\sigma = \left(\frac{l}{L}\right)^2$, while for the rest of the cell it was $1 - \left(\frac{l}{L}\right)^2$. Calculations of albedo were done using reduced dimensionless quantities $\hat{l} = l/L$ ratio and $\hat{h} = h/L$ ratio. We have calculated analytically values of average albedo according to both the conventional approach and ours. The analytical expression for the loss coefficient is given as

$$k(\hat{i}, \hat{h}) = 4 \left[ \hat{i} \left( \frac{(1 - \hat{i})}{2} \right) \text{arctg} \frac{\hat{i}}{\left( \frac{(1 - \hat{i})}{2} \right)} - \hat{i}^2 + \left( \frac{(1 - \hat{i})}{2} \right)^2 \right]$$

$$= \text{arctg} \frac{\hat{i}}{\left( \frac{(1 - \hat{i})}{2} \right)} + i \hat{h} \text{arctg} \frac{\hat{i}}{\hat{h}} + \left( \frac{\hat{i}^2 + \hat{h}^2}{4} \right) +$$

$$\left( \frac{\hat{i}^2 - \left( \frac{(1 - \hat{i})}{2} \right)^2}{4} \right) \ln \left( \frac{\hat{i}^2 + \left( \frac{(1 - \hat{i})}{2} \right)^2}{4} - \left( \frac{\hat{i}^2 - \left( \frac{(1 - \hat{i})}{2} \right)^2}{4} \right) \right)$$

$$\ln \left( \frac{\hat{i}^2 + \hat{h}^2 + \left( \frac{(1 - \hat{i})}{2} \right)^2}{4} + \left( \frac{\hat{i}^2 - \hat{h}^2}{4} \right) \ln \left( \frac{\hat{i}^2 + \hat{h}^2}{4} - \left( \frac{\hat{i}^2 - \hat{h}^2}{4} \right) \right) \right)$$

$$\ln \left( \frac{\left( \frac{(1 - \hat{i})}{2} \right)^2}{4} - \left( \frac{\hat{h}^2 + \left( \frac{(1 - \hat{i})}{2} \right)^2}{4} \right) \ln \left( \frac{\hat{h}^2 + \left( \frac{(1 - \hat{i})}{2} \right)^2}{4} - \left( \frac{\hat{h}^2 - \left( \frac{(1 - \hat{i})}{2} \right)^2}{4} \right) \right) \right)$$

$$\ln \left( \frac{\left( \frac{(1 - \hat{i})}{2} \right)^2}{4} + \left( \frac{(1 + \hat{i})}{2} \right) \left( \frac{(1 - \hat{i})}{2} \right) \text{arctg} \left( \frac{(1 + \hat{i})}{2} \right) \left( \frac{(1 - \hat{i})}{2} \right) \right)$$

$$\ln \left( \frac{\left( \frac{(1 + \hat{i})}{2} \right)^2}{4} + \left( \frac{(1 - \hat{i})}{2} \right) \left( \frac{(1 + \hat{i})}{2} \right) \text{arctg} \left( \frac{(1 + \hat{i})}{2} \right) \left( \frac{(1 - \hat{i})}{2} \right) \right)$$

$$\ln \left( \frac{\left( \frac{(1 + \hat{i})}{2} \right)^2}{4} - \left( \frac{(1 + \hat{i})}{2} \right) \left( \frac{(1 + \hat{i})}{2} \right) \text{arctg} \left( \frac{(1 + \hat{i})}{2} \right) \left( \frac{(1 + \hat{i})}{2} \right) \right)$$
\( \frac{1}{2} - i \left( \frac{1-i}{2} \right) \arctan i \left( \frac{1-i}{2} \right) - \frac{3}{2} \ln \left( \frac{1-i}{2} + \left( \frac{1-i}{2} \right)^2 \right) \frac{1}{2} + \left( \frac{1-i}{2} \right)^2 \arctan \frac{1}{2} \left( \frac{1-i}{2} - \frac{1}{2} \right) \arctan \frac{1}{2} \left( \frac{1-i}{2} \right) \)
The values calculated in this manner were also confirmed by the ray-tracing MC method, as will be demonstrated in the Figures 4-6. They were utilized then as average values of albedo in the prognostic equation for the evolution of the effective surface temperature over a heterogeneous grid cell.

Changes in albedo lead to a significant change in partitioning of the energy at environmental interface. The most remarkable changes are in the values of sensible and latent heat fluxes and surface temperature. These values are calculated using the LAPS parameterisation scheme and then compared to the values obtained with conventional parameterisation of the albedo.

The Land Air Parameterization Scheme (LAPS) is designed as a software package and can be run as part of an atmospheric model or as a stand-alone model. It describes mass, energy and momentum transfer between the land surface and the atmosphere. This scheme has been developed at the Faculty of Agriculture of the University of Novi Sad and has been intensively tested on different kinds of plants and crops. A detailed description and explanation of the scheme’s structure, governing equations, the representation of energy fluxes and radiation, model hydrology etc. can be found in Mihailovic [6] and Mihailovic et al. [7] [9] [11].

The governing prognostic equation for the evolution of the effective surface temperature over a heterogeneous grid cell is

\[ C_{e} \frac{\partial T}{\partial t} = R_{net} - \overline{H}_{agr} - \overline{LE}_{agr} - \overline{G}_{agr} \]  \hspace{1cm} (12)

where \( T \) is the effective surface temperature, \( t \) is the time, \( C_{e} \) is the effective heat capacity (heat capacity per unit area), \( R_{net} \) is the net radiation, \( \overline{H}_{agr} \) is the sensible heat flux, \( \overline{LE}_{agr} \) is the latent heat flux, and \( \overline{G}_{agr} \) is the soil heat flux. Let us note that we used the standard meteorological terminology. Actually, using the correct terminology, all these are not “fluxes” but flux densities. Net radiation, as a sum of incoming and outgoing radiation, could be determined through the following terms

\[ R_{net} = (1 - \alpha) R_{short} + R_{long} - \varepsilon \sigma T^4 \]  \hspace{1cm} (13)

where \( R_{short} \) is the shortwave radiation and \( R_{long} \) is the total longwave radiation, \( \alpha \) the aggregated albedo, \( \varepsilon \) the emissivity of the observed surface, and \( \sigma \) the Stephan-Boltzmann constant. The surface fluxes aggregation approach was applied to obtain the mean surface fluxes over a heterogeneous grid cell, after fluxes over a particular area were obtained from the LAPS. Actually, LAPS was
run for every area like a homogeneous one, giving the values of fluxes, effective heat capacity and net radiation loss due to the soil heat flux for a particular surface. Using the combination of parameter and flux aggregation methods, the mean values of these parameters are obtained over the heterogeneous cell. Since we analysed a two-patch grid cell, the expression for an aggregated sensible heat flux was

\[ \bar{H}_{\text{agr}} = H_1 \sigma_1 + H_2 \sigma_2. \]  

(14)

where \( \sigma_i \) (\( i = 1, 2 \)) is the fractional cover. The same expression was used for calculating the latent heat flux

\[ \bar{E}_{\text{agr}} = \lambda E_1 \sigma_1 + \lambda E_2 \sigma_2. \]  

(15)

The soil heat flux was calculated, as it has already been mentioned, as a loss of net radiation, expressed as percentage, depending on the surface type (5% in a grass case, 10% for forest and 25% in a case of concrete)

\[ \bar{G}_{\text{net}, \text{agr}} = (G_1 \sigma_1 + G_2 \sigma_2) R_{\text{net}}. \]  

(16)

We have performed the sensitivity tests using the meteorological data for July 17, 1999 in Philadelphia, PA. The grid cell used in these simulations consisted of the urban area (0.85), agricultural field (0.10) and deciduous forest (0.05). Details about the simulations (initial, boundary conditions, soil parameters, etc.) can be found in Mihailovic et al. [10].

Simulations were done for several patch areas, with different surface types and a time step of 10 min. Accordingly, each of the subregions had different cover and corresponding albedos. Initial conditions were slightly changed with respect to preliminary tests, leading to better results.

Three situations were analyzed. In all of them, the central area was a concrete building, having the albedo value of 0.30. The other patch of the grid cell in these three simulations was covered with grass, orchard and concrete, having albedo values of 0.20, 0.15 and 0.30, respectively.

The albedo was calculated taking the following values of the reduced lengths 0.50, 0.70 and 0.870. The reason for such choice is that it produced each type of surface with 75%, 50% or 25%. On each plot we presented the effective surface temperature calculated using: (i) aggregated albedo approach (AA) evaluated by ray-tracing MC method, (ii) simple averaging over the grid cell (CA) and (iii) Eq. (11) that will be referred as AE. The altitude of the central patch was case sensitive.
In the grass-concrete case, the concrete building was 2 m high, while the grass was 0.5 m tall. The results are shown in Figure 4. In the case of the orchard-concrete grid cell, the orchard was taken to be 2.5 m high, while the concrete was 10 m tall. The same height of the central area was applied when both patches were concrete covered. Figures 5 and 6 show the respective results obtained.

The presented plots show that the aggregated approach in every situation gives a higher daily maximum of the effective surface temperature. The significant difference between temperature profiles obtained by the aggregated and conventional approaches is noticed in the case of orchard-concrete and especially in the concrete-concrete case. Effective surface temperature deviation depends on albedo value but also on the fractional cover of both areas. The largest deviation occurs when both patches occupy the same areas. It can be explained by the competition of two basic factors: size of the area from which the reflected light comes from and area on which it is absorbed. Figure 7 shows how “loss-coefficient” varies with different values of reduced length and height. As we can see, it has the largest value when the central area occupies 75% of the grid. Although this geometry was not that simple, we made an analytical calculation, and as we can see in Figures 4-6, the ray-tracing Monte Carlo simulation reproduced the obtained results quite well, which gave a reliable base for further research in the case of more complicated geometry.

In order to determine more precisely the difference between temperature profiles obtained by aggregated and conventional approaches, the root mean square error (RMSE) is found. Results in Figure 8 indicate that the maximum increase in the temperature and decrease in albedo is for 50%-50% area coverage when both patch areas are covered with concrete. In the orchard-concrete case we also obtained a significant RMSE, especially for the case when the central area occupies 25% of the cell.

4. Conclusions

The aim of this study was to show further achievements related to the new approach for the aggregation of albedo over the heterogeneous grid cell. We have elaborated the effect for a central geometry for the most general case using only two patches distinguished by relative height of the central one. Simulations were done for different surface types, with different horizontal dimensions and heights.
Figure 4. Daily variation of surface temperature in a case of grass-cement covered grid-cell, with (a) grass 75%, (b) concrete 50%, (c) concrete 75% using both approaches.
Figure 5. Daily variation of surface temperature in a case of orchard-concrete covered grid-cell, with (a) orchard 75%, (b) concrete 50%, (c) concrete 75% using both approaches.
Figure 6. Daily variation of surface temperature in a case of concrete-concrete covered grid-cell, with (a) central area 25%, (b) central area 50%, (c) central area 75% using both approaches.
D. Kapor, A. Cirisan and D.T. Mihailovic

Figure 7. Dependence of “loss-coefficient” on reduced length $l/L$ and height $h/L$.

Figure 8. Dependence of RMSE of effective surface temperature on the reduced length $l/L$.

After a short review of the general approach to the calculation of the flux that is lost due to the absorption on the vertical lateral boundaries, a theory was applied to a simple model of square patches. Because of a rather cumbersome analytical solution, we exposed an efficient numerical procedure using the ray-
tracing Monte Carlo method for albedo calculations. The results were compared with the results of the conventional method as well as with those of the analytical ones and were applied in the calculation of effective surface temperature over the heterogeneous area. The land surface scheme LAPS was used to compute the effective surface temperature.

Some of the key findings we obtained through this study is that depending on the relative size of the patches and their heights, and especially depending on the surface type, the decrease of albedo can be significant. Accordingly, it also leads to differences (increase) in the effective surface temperature calculations. This indicates that geometrical effect plays an important role in albedo estimation. Our further work will be devoted to more complex and more demanding geometries.
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List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_g$</td>
<td>effective heat capacity (heat capacity per unit area)</td>
<td>[M·K$^{-1}$·T$^{-2}$]</td>
</tr>
<tr>
<td>$E$</td>
<td>radiant energy</td>
<td>[M·L$^2$·T$^{-3}$]</td>
</tr>
<tr>
<td>$G_{agr}$</td>
<td>aggregated soil heat flux</td>
<td>[M·T$^{-3}$]</td>
</tr>
<tr>
<td>$H_{agr}$</td>
<td>aggregated sensible heat flux</td>
<td>[M·T$^{-3}$]</td>
</tr>
<tr>
<td>$I$</td>
<td>total intensity of radiation</td>
<td>[M·L$^2$·T$^{-3}$]</td>
</tr>
<tr>
<td>$L$</td>
<td>size of a grid cell</td>
<td>[L]</td>
</tr>
<tr>
<td>$N$</td>
<td>number of conducted numerical experiments</td>
<td></td>
</tr>
<tr>
<td>$N_a$</td>
<td>number of cases positive for absorption</td>
<td></td>
</tr>
<tr>
<td>$R_{long}$</td>
<td>total longwave radiation</td>
<td>[M·T$^{-3}$]</td>
</tr>
<tr>
<td>$R_{net}$</td>
<td>net radiation</td>
<td>[M·T$^{-3}$]</td>
</tr>
<tr>
<td>$R_{short}$</td>
<td>shortwave radiation</td>
<td>[M·T$^{-3}$]</td>
</tr>
<tr>
<td>$S$</td>
<td>the total grid cell area</td>
<td>[L$^2$]</td>
</tr>
</tbody>
</table>
\( S_1, S_2 \) the areas of the subregions of the grid-cell with corresponding albedos \( \alpha_1 \) and \( \alpha_2 \)  

\( T \) effective surface temperature \( \text{[K]} \)  

\( h \) the relative height of the higher surface \( \text{[L]} \)  

\( k \) loss coefficient  

\( l \) the relative length of the higher surface \( \text{[L]} \)  

\( r_1, r_2, r_3, r_4 \) random numbers  

\( t \) time \( \text{[T]} \)  

\( \alpha \) aggregated albedo  

\( \alpha_c \) conventional albedo  

\( \alpha_i \) albedo of particular patch  

\( \alpha_n \) new approach (aggregated) albedo  

\( \varepsilon \) emissivity  

\( \theta \) zenithal angle  

\( \lambda \) latent heat of vaporisation \( \text{[L}^2\text{T}^{-2}] \)  

\( \lambda E_{\text{agr}} \) aggregated latent heat flux \( \text{[M} \text{T}^{-3}] \)  

\( \sigma \) Stephan-Boltzmann constant \( \text{[M} \text{T}^{-3} \text{K}^{-4}] \)  

\( \sigma_i \) a partial fractional cover  

\( \phi \) azimuthal angle  

\( d\Omega \) the element of solid angle within which our differential amount of energy is confined to \( \text{[L}^2\text{L}^{-2}] \)  
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LOCATING A POSSIBLE SOURCE OF AIR POLLUTION USING A COMBINATION OF MEASUREMENTS AND INVERSE MODELING
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Two methods for locating a possible source of air pollution that combine measurements and inverse modeling based on Bayesian statistics are proposed in this work. In both methods a puff model was used to generate the pollutant concentration field and the synthetic observations in predefined measuring points using real meteorological data. In the first approach the position of the possible source was found with an iterative process, defined as the maximum of probability density function from an ensemble of possible sources. The simplest form of the method was used, with a single source of known strength and known starting moment of the release. The simplicity of this approach and its numerical efficiency make it especially applicable for use in operational mode. Similar to the first method, the second method uses a library of records and scenarios, with combinations of values for the meteorological and emission parameters in the problem. This is done once, well in advance of the actual search for the source and can be computationally expensive. The second step is fully operational and is accomplished by calculating a marginal probability function from the observed concentrations of a pollutant at sampling points and those from appropriate scenarios.

1. Introduction

It initially seems possible to infer parameters of the pollution field only from measurements obtained from a network of measuring stations that have pollutant detection capabilities. If a quantitative assessment is desired, measurements of the amount of pollutant are necessary, i.e. its concentration at several (the more the better) stations. Further consideration shows that in the case of localized sources and for pollutants released in the atmosphere, this is not really possible. The most important reasons for this are the turbulent nature of the motions in the Planetary Boundary Layer and the very large gradients characteristic of the concentration fields coming from a localized source or sources. In that case, it is difficult to synthesize (analyze in meteorological terminology) concentration fields and therefore it is impossible to search for the source(s). An example is given in the Appendix, which shows a highly artificial situation and yet, even then, it was not possible to get a clear picture of the positions of the sources.
This problem can be overcome by introducing modeling as an equally important component of the solution. This combination of modeling and measurements is called the inverse method or modeling, since it usually results in the determination of one or several parameters of the process under consideration.

Inverse modeling in general, as well as for the problem of finding the position of the source or its strength, must minimally have the ability to detect the presence of the pollutant. Measurements of the amount of pollutant are even better. Inverse modeling can be considered a better method of designing an optimal network for measuring points and stations relative to the envisioned or possible sources of pollution. The most basic prerequisite for this is the local wind climatology. Considering our problem, the most difficult situation is when the standard meteorological network for meteorological parameters must be relayed, like two meter temperature and ten meter winds, where even the closest station can be quite far away [18]. In addition to the dispersion modeling approach, various statistical and optimization models were applied to the question of air quality measurement position [5] [6] [11] [14] [17] [19] [26]. Apart from these relatively straightforward approaches to obtaining information from monitoring points and checking their quality, there are several other more sophisticated methods. One method is to use the spatial covariance structure of the quality patterns from the so called “sphere of influence” around each site [as in 4, 13, 28]. Another approach is to generate data in a relatively large set of points (dense grid) and then analyze the average concentration, its clustering, frequency, clustering of the average concentration, etc. [as in 27]. This study focuses only on the detection aspect of the inverse problem assuming the existence of measurements of the concentrations of a passive substance.

Inverse modeling was chosen to describe the dispersion or transport of a passive substance. The general form of the transport equation relates the rate of change of the concentration of a passive matter to its advection, diffusion, sources, and sinks. In the case of physically or chemically unstable substances, possible transformations are included in the sink term. One way of solving this problem is by setting a 3D grid, finding the appropriate form for each term and treating it as an initial/boundary value problem. Such models belong to the class of Eulerian models or Computational Fluid Dynamics (CFD) models. The other class is Lagrangian models where particles are followed as they are carried by the wind. The statistics of the trajectories are computed for a large number of particles. Both approaches are very computationally expensive and in practice quite difficult to solve. For instance, in the case of the Eulerian approach, boundary conditions are complicated to define since they involve knowledge of the wind and the thermodynamic state of the atmosphere in a localized region
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usually far below the resolution of routine meteorological networks. On the other end of modeling spectrum are Gaussian plum models as the “bulkiest” ones with the largest amount of parameterizations (simplifications). Wind is treated as a known constant, while vertical and horizontal dispersion is heavily parameterized through stability classes [16] [17] [21]. Calculation of the dispersion can be improved by using the Monin–Obuhkov theory or even second-order closure theories [25]. The most problematic part in the Gaussian approach is the constant wind assumption. The next generation of “bulk” models avoids this simplification by introducing a series of puffs, whose superposition gives the concentration field.

The most efficient, complete and accurate approach is a combination of direct modeling and inverse techniques with the Bayesian probabilistic approach. This is done by constructing a probability density function (pdf) for the problem, and from its marginal distribution, calculate the value of considered parameter. In examples of the Bayesian method [3] [9] [30] there is a combination of the observed data with possible additional prior knowledge used to calculate the value of the unknown model parameters. Such knowledge is inherently probabilistic and therefore more complete, thus closer to the real world. Another aspect of this approach is that, in principal, it can take into account all of the uncertainties in the measurements and modeling. An almost universal assumption is that distributions of uncertainties are Gaussian. This assumption greatly simplifies the mathematics of constructing joint probabilities from the probabilities over the subspaces in the problem.

Calculating pdf without these assumptions can be done in several ways: the Markov Chain Monte Carlo method or the better suited sequential Monte Carlo approach [1] [2] [7] [10] [14], but these methods are computationally expensive and therefore not suitable in practical application. Therefore, the Bayesian approach and the assumption of Gaussianity of relevant pdfs are used in this work.

In many realistic problems the number of parameters and their ranges make the problem of parameter(s) estimation computationally expensive. This is particularly true if there is a time limit involved when decisions must be made based on the results. Hence, one can do part of the work well in advance and use the results in making the final computations. This approach has been used by [8] [23] [24]. Although their applications are in a different context, the main idea can be applied for our problem. Their main concern is the speed with which parameter estimations are obtained, while in our case the efficiency means a substantial reduction in the computing time.
2. Theoretical Background

In general, the scientific procedure for the study of a physical system (process) may be divided into three steps: the formation of a set of parameters \( (m) \) characterizing the system, forward modeling (represented by the operator \( F \)) that enable predictions for given values of the model parameters to be made, \( F(m) \), often referred to as simulated measurements \( (d_m) \), and the last step, inverse modeling, where one can infer the value of a parameter from the measurements \( (d) \), [26 among others]. If we denote the space of parameters as \( M \), the space of simulated measurements as \( D_m \) (spanned by forward predictions for all possible values of parameters), and the space of actual measurements as \( D \) then three probability density functions (pdf) can be defined, which enables us to completely describe the system. The first function is \( f(m,d_m) \) defined by the Descartes product of \( M \) and \( D_m \) (\( M \times D_m \)), the second is \( \rho(m,d) \) defined by the Descartes product of \( M \) and \( D \) (\( M \times D \)) and the third is \( \nu(m,d,d_m) \) defined by \( M \times (D \times D_m) \) as a conjunction of probabilities \( f \) and \( \rho \)

\[
p(m,d,d_m) = \text{const} \cdot \frac{\rho(m,d)f(m,d_m)}{\nu(m,d)}.
\]  

Since the spaces of the parameters and actual measurements are independent, the probability \( \rho \) can be written as the product of \( \rho_m(m) \) and \( \rho_d(d) \),

\[
\rho(m,d) = \rho_m(m) \cdot \rho_d(d)
\]

\( \rho_m(m) \) is referred to as a prior probability, while \( \rho_d(d) \) is the probability for a certain outcome of a measurement, containing errors in the measurement process. Similarly, the probability \( \nu(m,d) \) can be written as

\[
\nu(m,d) = \nu_m(m) \cdot \nu_d(d)
\]

which are homogenous distributions and we can assume they are constants.

Direct determination of \( f(m,d_m) \) is not easy, so we will rewrite it, with the help of conditional probabilities, as

\[
f(m,d_m) = f(d_m/m) \cdot \nu(m).
\]
The probability $f(d_m/m)$ can be estimated numerically: for given values of parameters $(m)$, the model computes values for the simulated measurements $(d_m)$. This gives us the final form of $p$, the posteriori probability

$$p(m, d, d_m) = \text{const} \cdot \frac{P_m(m) \rho_d(d) (d_m/m)}{v_d(d)}. \quad (5)$$

3. Short Description of the Puff Model

In our case the forward modeling was done using a puff model [11] [22]. Its main characteristic is that emissions from a continuous source are treated as a series of puffs that are released at every time step. The center of each puff is advected by the wind that can be spatially variable and different from one time step to another. This possibility of varying wind in time and space is the main advantage over the standard assumption of constant wind used in Gaussian plume models. Concentration in a cell with coordinates $(x_{ic}, y_{ic}, z_{ic})$ is the sum of the contributions of all puffs, released up to that moment. If the index of the receiving cell is denoted by $ic$ and the index of the puffs is $ipf$, then the contribution of all puffs is:

$$q_{ic}(x_{ic}, y_{ic}, z_{ic}, n \cdot \Delta t) = \frac{O \cdot \Delta t}{\sigma_{qf}} \sum_{ipf=1}^{N_{pf}} \exp \left\{ -\left[ \frac{(x_{ic} - x_{ipf})^2}{2\sigma_{x,ipf}^2} + \frac{(y_{ic} - y_{ipf})^2}{2\sigma_{y,ipf}^2} \right] \right\}$$

$$\times \left\{ \exp \left[ -\frac{(z_{ic} - z_{ipf})^2}{2\sigma_{z,ipf}^2} \right] + \exp \left[ \frac{2\sigma_{z,mv} - z_{ipf})^2}{2\sigma_{z,ipf}^2} \right] \right\} \quad (6)$$

where $\sigma_{qf}$ is defined as:

$$\sigma_{qf} = \left(2\pi \right)^{2/3} \sigma_{x,ipf} \sigma_{y,ipf} \sigma_{z,ipf}. \quad (7)$$

Parameterization of dispersion, i.e. the specification of the values of $\sigma$’s, comes from the Pasquill–Turner stability categories and wind intensity. A small point can be made here that even if a puff (its center) leaves the model domain and if the wind direction changes in a sufficiently short time, the puff may return to the domain and continue to contribute to the concentration field. The model is capable of differentiating between warm (lighter) and cold (denser) gases by raising the lighter and sinking the denser one. There are standard procedures for
wind extrapolation with height. The topography can be included and the concentration field be adjusted to it. This adjustment takes into account the local stability of the gas advection when approaching the obstacle and going over it. The model domain had 301x301 points, with a spatial distance of 60 meters thus spanning the area of about 324 square kilometers. The time interval between two consecutive puffs was one minute.

4. The Source Localization Procedures

4.1. Direct approach

As explained in the theoretical background section, our goal is to construct a pdf for the possible source location. The maximum of that function provides the desired location. In practice, inverse modeling starts with measurements at one or several locations that are then used to obtain the pdf and its maximum. However, in the development stage of the method, measurements are usually simulated and used as surrogates for the actual measurements. Therefore the first step was for a point to be assigned a source of a given strength. In addition, we specify several points as “measurement” points.

A possible case of relative positions of the assumed source and measurement points are presented in Figure 1. The source is designated with a filled diamond while crosses represent the measuring points. After that, releasing it from the source for 120 minutes generates a field of passive substances. The values of simulated concentration in the “measurement” points are designated as

![Relative position of the measurement points (stars) and the actual air pollution source (diamond).](image-url)
measurements after modification of the concentration values by 5% or more. This perturbation mimics the measurement errors. This means we have the set of measurements we would have for the real scenario and can begin the search for the source location.

The first step is to find the point with the highest concentration among all of the measured points. An iterative procedure consisting of several steps follows. In the first step we create the cluster of points covering a relatively large area and treat them as possible sources. At this stage we had a relatively low resolution of 30 grid points between neighboring cluster members. The position of the first cluster is given in Figure 2 in the left panel, whose members are denoted by black crosses. For each member of the cluster we calculated probability of deviation of simulated value from the observed ones using:

\[
p(i, j) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{1}{2\sigma^2} \sum_{n=1}^{N_{obs}} \left( q(iobs, jobs) - q_{obs}(iobs, jobs) \right)^2 \right],
\]

where \((iobs, jobs)\) are indices of measurement points, and \((i, j)\) are indices of a cluster member that is in general a posteriori probability function. The value of \(\sigma\) should take into account the expected (or assumed) measurement errors and uncertainties in a priori knowledge and modeling. The value of \(\sigma = 0.01\) used was an order of magnitude above the value that corresponds to the assumed measurement error in the range 5%--30%. The point that had a maximum value of \(p\) and became the center of the second cluster with identical geometric characteristics, meaning that the first cluster was translated to its new location (Figure 2, right panel, squares). The calculation is repeated, and the new maxima located. If the new maximum was inside the area of the previous cluster, then in addition to the translation we halve the distance between the cluster’s members, thus effectively doubling the resolution. If the maximum is at the edge of the cluster we simply move the center to that position without changing the resolution. Positions of the members of the third cluster are given also in the left panel of Figure 2 (circles). Again the fourth cluster was constructed and again the resolution was increased by a factor of two. The same is done for the fifth cluster and so on. If the maximum value in the next iteration is smaller than in the previous, the iteration process is halted. In this case it was iteration number five in Figure 3, the triangle denoted with Ms. This position was only two grid points away from the real source (black diamond).
The whole procedure takes about 12 minutes on a relatively new personal computer thus clearly fulfilling the efficiency requirement. The accuracy of two grid points equal or less than 120 meters is also acceptable.

4.2. The library approach

The second method also uses the Bayesian approach and the assumption of Gaussianity, but divides the process of the value estimation for a parameter into two phases. The first is the formation of many combinations of parameters relevant to the problem of dispersion in the atmosphere. They can be generally divided into two groups: meteorological parameters concerning wind and
Locating a Possible Source of Air Pollution

175

stability and the release of the passive substance, position of the source, duration of the episode, state of the substance, etc. Once the library is generated we can get an estimate for a particular parameter by finding the maximum, which is its marginal pdf.

The formation starts by defining classes of values for the relevant meteorological parameters. In principal they should cover all possible values of each parameter. For the wind intensity, we proposed a logarithmic scale, with winds of 0.1, 0.2, 0.5, 1, 2, 5, 10, 20 and 50 m/s, which covers most wind intensities. The stability classes were quantized having values from 1 to 6. During the method testing, we found a very large sensitivity to the wind direction. In response we substantially narrowed the wind direction interval to 1 degree instead of either 1/8 or even 1/16 of the full circle, as is standard for characterizing wind direction. For the source locations we take positions of all possible sources in the particular configuration. For the source strength the exponential increment from 1 to $10^6$ for the appropriate units was used. Finally, we assumed that the accident duration is between 1 minute and 3 hours, which should be enough to cover a realistic accidental release that can be treated using either a Gaussian plum or puff model. So let $N_{wi}$ designate the number of different wind intensities, $N_{dir}$ the wind directions, $N_{sc}$ the number of stability classes (in the simplest case 6), $N_Q$ the possible values for the source strength (logarithmic scale), $N_{dur}$ the possible values for the length of accident duration, and finally $N_{pos}$ the number of possible positions. A local parameter that depends on a specific site, rather than the number of records in the pre-computed library is:

$$N_{tot} = N_{wi} \cdot N_{dir} \cdot N_{sc} \cdot N_Q \cdot N_{pos}.$$  (9)

In a conservative estimate the library should have several million records or more. At the end, we note that all of the above values should be reexamined in each concrete case. The above choices are viewed as typical rather than all possible. This initial phase can be quite computationally expensive but it is done only once for a particular site. Please note that if we change the model or any of its components or parameterizations, the library must be re-computed.

The second phase can be conditionally called “operational”. To carry it out, we must have meteorological observations of wind, its intensity and direction, a decision on which the stability category is relevant for that moment. We do not wish to discuss how this should be done in this manuscript, only that it can be done in many ways that are simple manner or involve some sub-model of small
or quite high sophistication. Again using the analogue of Eq. (8) we can calculate pdf as

$$p = \frac{1}{\sigma\sqrt{2\pi}} \exp \left[ -\frac{1}{2} \sum_{n=1}^{N_{\text{obs}}} \frac{(q_{\text{obs}} - q_{\text{lib}})^2}{\sigma^2} \right]$$

(10)

but now for all members of the library whose meteorological parameters have been observed. Since wind intensity does not vary significantly, once we are above the spectral gap, we assumed that it was constant and equal to its average value during the accident. However, due to the very high sensitivity of the model to wind direction, we should account for the entire range of observed directions. The standard deviation ($\sigma$) measures the spread between the observations ($q_{\text{obs}}$) and values from the library ($q_{\text{lib}}$). In general, it takes into account the uncertainty in our prior knowledge, uncertainties in measurements ($\sigma_T$) and in modeling ($\sigma_I$). In this case, there is no prior knowledge, so the total $\sigma$ is the sum of $\sigma_D$ and $\sigma_T$. Again as in the first method we have assumed that measurement errors were in the range of 5%–30%, which, together with the values of simulated measurements, gives an estimate for $\sigma_D$ of up to $10^{-4}$, while we took the total $\sigma$ to be equal to $5 \cdot 10^{-2}$, which is two orders of magnitude larger than $\sigma_D$. The pdfs are computed through the summation

$$P_{\text{mar}} = \frac{1}{n} \sum_{p} p$$

(11)

Figure 4. The position of measuring points (dots), possible sources A, B, C (stars) and real source (diamond).
over all library records, but the desired parameter gives the marginal probability for that parameter and its maximum gives its best estimate. The number $n$ is the ratio of all the records corresponding to the values of the observed meteorological parameters $N_{tot}$ and $N$ of all records in the library.

As an illustration of the procedure we present a limited case where we have created a small library with close to $20 \times 10^3$ members by reducing the possible values in all categories, such as having 3 possible positions, a changing wind direction interval of 30 degrees, etc. In Figure 4 we present positions of the assumed sources designated by the letters A, B and C. Black dots show the positions of the assumed measuring network that is responsible for detection of a possible source of pollution. The observed wind data is used to simulate emissions from one of the sources (black diamond). The calculated concentrations were then perturbed up to 30% to mimic the errors in measurements that are always present in such measurements in even larger amounts. Assuming that a sampling average over a 30-minute interval, we calculated marginal probabilities for all three possible sources and the one with the maximum pdf was the source. Probability changes with time for each of the sources (Figure 5, left panel).

Each source has a different history line and the correct source (in this case source B) has the largest value, during the entire integration. At the beginning, probability was very small and reached its maximum, thus indicating the position, and then it decreased. The reason for this is the wind in the simulated measurements was realistic, changing its direction during the simulation, while
the library records have a constant wind direction. To verify this, we redid our simulation of concentration with a constant wind direction. Indeed, as shown in Figure 5 (the right panel), once the probability reaches its maximum, it stays constant.

In the end we propose that a combination of both methods is optimal. If we have the problem of locating the position of the source(s) we can first use the second approach to make an estimate of all other unknown parameters with some accuracy, such as the released amount of material, duration of the accident, etc., and then through several iterations of the first approach obtain the position of the source inside the area of interest.

5. Conclusions

A combination of simulated measurements and several iterations of the Bayesian statistical approach results in a quite accurate and yet efficient method of detecting a possible point-like source of air pollution whose strength was assumed to be known. If we relax that condition the method in principal stays but the actual computational time will increase depending on the range of the possible values for the source strength that we will consider. The assumption of the perturbation is only 5% and was not crucial in obtaining a good estimate of the source position since we used perturbations as large as 30% and obtained the same result. Five percent is simply the value often used in literature in the context of simulated measurements.

The second approach can be viewed as a generalization of the first and gives the possibility of relaxing the need for values of many (theoretically all) parameters in the problem. In our mind its bigger advantage that makes it superior to many other methods in solving this problem and finding other parameters is that once the library is formed, the necessary calculations become extremely short, thus making the method very suitable for operational use.

6. Appendix

Here we show that even a high number of measurements can not solve the problem of locating the source position. Let us generate a concentration field with a release from 17 sources. The geometry resembles the situation in the petrochemical zone of the city Pančevo near Belgrade. In Figure A1 in the right panels is a field of 24 hour-average concentration obtained using a Gaussian plum diffusion model [22] for a continuous source, with 10 minute averages of the wind field and stability parameters from Pasquill–Gifford stability categories. The only deviation from the actual situation is the assumption that all
sources are at the same height. The grid used for calculations was a very dense one, with 90601 points (301x301). The idea is that such a high density grid will reduce problems with the accuracy of the model and thus the calculated field can be regarded as an “observed” one, i.e. we treat values in grid points as measured ones. Formation of the isolines (graphical representation of the field) was done using the Kriging method, a common method for this purpose. In the case of a very dense grid we can clearly recognize the positions of all sources as the positions of the local maxima.

If we now reduce the number of grid points, and therefore the number of “sampling” points, by two orders of magnitude (31x31), we obtain a situation depicted in the first row of the left panel in Figure A1. We use the Kriging method again to form the “continuous” field. Comparison with the starting situation (right panel of the same figure row) shows that we still have a very high resemblance with the original field. But this situation is still far from a realistic one regarding the possible density of the actual sampling points and tells us more about the possibility of reducing the computation effort.

A grid with 36 points (6x6) is closer to the regulatory recommendations and economical feasibility. Again, with the help of the Kriging method, we arrive at the result in Figure A1 in the second row. Similar to the first row, on the left we have the original concentration field and on the right is the result from the 36 points. Dots on the left panel are positions of the “sampling” locations. We now see that the distribution field is very different from the starting one, showing only the gross characteristics of the pollution concentration fields, but with complete loss of its local details. This still may be acceptable as a very rough assessment of the long term influences of pollution sources for that area, but totally insufficient in an accident situation.

Finally, we created an irregular set of “sampling” stations that qualitatively represent the actual situation in that area. As is often the case in the real-life situations, several points are very close to each other, while others are relatively far away (Figure A1, the third row, left panel). Using the same analysis method, we get the distribution shown in the third row of the right panel in Figure A1. The general structure is similar to the previous case with a few exceptions. This distribution is somewhat closer than the one with 36 points, due to the fact that at several points “samplings” are very close to the position of the sources and thus accidentally giving “better” results, meaning that at least one source is relatively visible. It is also possible that the particular wind direction has “helped” in this case.
Figure A1. The right panel in every row shows the same concentration field, obtained from a release of 17 sources using a Gaussian plum model with a very dense grid (301x301 grid point). Black dots on each right panel represent “sampling” points. In the first row there is a 31x31 “sampling” point, in the second row 6x6, and in the third row, there are 16 irregularly spaced “sampling points”. The left panels show concentration fields interpolated, using the Kriging method from the “sampling” points on the right.
## APPENDIX - LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>space of measurements</td>
<td></td>
</tr>
<tr>
<td>D_m</td>
<td>space of simulated measurements</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>model operator</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>space of parameters</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>number of records in the library</td>
<td></td>
</tr>
<tr>
<td>N_dir</td>
<td>number of wind direction categories in the library</td>
<td></td>
</tr>
<tr>
<td>N_dur</td>
<td>number of accident duration categories in the library</td>
<td></td>
</tr>
<tr>
<td>N_obs</td>
<td>number of observation points</td>
<td></td>
</tr>
<tr>
<td>N_pf</td>
<td>number of puffs in the domain</td>
<td></td>
</tr>
<tr>
<td>N_pos</td>
<td>number of possible source positions in the library</td>
<td></td>
</tr>
<tr>
<td>N_Q</td>
<td>number of source strength categories in the library</td>
<td></td>
</tr>
<tr>
<td>N_sc</td>
<td>number of stability classes in the library</td>
<td></td>
</tr>
<tr>
<td>N_tot</td>
<td>number of records in the library corresponding observed situation</td>
<td></td>
</tr>
<tr>
<td>N_wi</td>
<td>number of wind intensity categories in the library</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>source strength</td>
<td>[M T^{-1}]</td>
</tr>
<tr>
<td>d</td>
<td>measurements</td>
<td></td>
</tr>
<tr>
<td>d_m</td>
<td>simulated measurements</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>probability density function on the spaces D_m and M</td>
<td></td>
</tr>
<tr>
<td>m</td>
<td>parameters that characterize the system</td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>a posteriori density function</td>
<td></td>
</tr>
<tr>
<td>p_mur</td>
<td>marginal probability density function</td>
<td></td>
</tr>
<tr>
<td>q</td>
<td>calculated concentration of a pollutant</td>
<td>[M L^{-3}]</td>
</tr>
<tr>
<td>q_{ic}</td>
<td>concentration of a pollutant in the ic grid point</td>
<td>[M L^{-3}]</td>
</tr>
<tr>
<td>q_{lib}</td>
<td>concentration of a pollutant from the library</td>
<td>[M L^{-3}]</td>
</tr>
<tr>
<td>q_{obs}</td>
<td>measured concentration of a pollutant</td>
<td>[M L^{-3}]</td>
</tr>
<tr>
<td>x_{ic}</td>
<td>x-coordinate of the ic grid point</td>
<td>[L]</td>
</tr>
<tr>
<td>x_{ipf}</td>
<td>x-coordinate of the center of ipf puff</td>
<td>[L]</td>
</tr>
<tr>
<td>y_{ic}</td>
<td>y-coordinate of the ic grid point</td>
<td>[L]</td>
</tr>
</tbody>
</table>
B. Rajković, M. Vujadinović and Z. Gršić

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_{ipf} )</td>
<td>y-coordinate of the center of ipf puff</td>
<td>[L]</td>
</tr>
<tr>
<td>( z_{ic} )</td>
<td>z-coordinate of the ic grid point</td>
<td>[L]</td>
</tr>
<tr>
<td>( z_{ipf} )</td>
<td>z-coordinate of the center of ipf puff</td>
<td>[L]</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>integration time step</td>
<td>[T]</td>
</tr>
<tr>
<td>( \nu )</td>
<td>probability density function on the spaces M and D</td>
<td></td>
</tr>
<tr>
<td>( \nu_d )</td>
<td>homogenous probability density function on the space D</td>
<td></td>
</tr>
<tr>
<td>( \nu_m )</td>
<td>homogenous probability density function on the space M</td>
<td></td>
</tr>
<tr>
<td>( \rho )</td>
<td>probability density function on the spaces M and D</td>
<td></td>
</tr>
<tr>
<td>( \rho_d )</td>
<td>probability density function on the space D</td>
<td></td>
</tr>
<tr>
<td>( \rho_m )</td>
<td>probability density function on the space M</td>
<td></td>
</tr>
<tr>
<td>( \sigma )</td>
<td>standard deviation</td>
<td>[M L(^{-3})]</td>
</tr>
<tr>
<td>( \sigma_D )</td>
<td>uncertainties in measurements</td>
<td>[M L(^{-3})]</td>
</tr>
<tr>
<td>( \sigma_T )</td>
<td>uncertainties in modeling</td>
<td>[M L(^{-3})]</td>
</tr>
<tr>
<td>( \sigma_{ipf} )</td>
<td>standard deviation of concentration for the ipf puff</td>
<td>[L(^{-1})]</td>
</tr>
<tr>
<td>( \sigma_{x,ipf} )</td>
<td>standard deviation in the x-direction of concentration for the ipf puff</td>
<td>[L]</td>
</tr>
<tr>
<td>( \sigma_{y,ipf} )</td>
<td>standard deviation in the y-direction of concentration for the ipf puff</td>
<td>[L]</td>
</tr>
<tr>
<td>( \sigma_{z,ipf} )</td>
<td>standard deviation in the z-direction of concentration for the ipf puff</td>
<td>[L]</td>
</tr>
</tbody>
</table>
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The idea of using pre-computed libraries of possible scenarios was presented by Dr. Ashok Gadgil at the 29/NATO Int. Thech. Meeting on Air
Pollution in Aveiro, Portugal. It was presented for a different case of the possible chemical accident/attack in housing buildings where scenarios were about exits/entrances, elevators windows, etc. However, the basic idea was to evaluate all possible scenarios of chemical substance movement inside the building, and this is what gave us the idea to compile the possible scenarios for the meteorological and source parameters.
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Chapter 9

LONG-TERM MEASUREMENTS OF ENERGY BUDGET AND TRACE GAS FLUXES BETWEEN THE ATMOSPHERE AND DIFFERENT TYPES OF ECOSYSTEMS IN HUNGARY

TAMÁS WEIDINGER¹, LÁSZLÓ HORVÁTH², ZOLTÁN NAGY² and ANDRÁS ZÉNŐ GYÖNGYÖSI¹

¹Department of Meteorology Eötvös Loránd University, Budapest, Hungary
²Hungarian Meteorological Service, Budapest

Following a presentation of the brief history and present status of micrometeorological research activity in Hungary, the field measurement programs, instrumentation and flux calculation methodology are presented. The improvement in micrometeorological measurements and data acquisition system is also illustrated. Field experiments using the gradient and profile methods for trace gas fluxes were initiated in 1990. First, daily and annual variation in deposition velocities of ozone, nitrogen oxides and sulfur dioxide above grassland and spruce forest were investigated. The main goal of the investigations was the determination of the dry deposition velocity over different types of vegetation in different seasons. The measurements of dry deposition processes of nitrogen compounds, first of all of ammonia, over semi-natural grasslands, have been performed since year 2000. The ammonia fluxes are bidirectional, with net deposition on the annual time scale. Continuous measurements of the budget of energy, water, carbon and nitrogen, respectively, were carried out in the framework of EU5 (Greengrass) and EU6 (NitroEurope) projects in the central part of the country (“Bugac-puszta”) over grassland since 2002. One of the main objectives of this investigation is to reduce the large uncertainty in the estimation of CO₂, N₂O and CH₄ fluxes into and from plots of grassland under different climatic conditions. The final part of the paper illustrates the development of the new Hungarian basic climatological network for the detection of the possible effects of future climate change, which includes standard climate station measurements, soil profile (of temperature and moisture), radiation, energy budget components and CO₂ flux measurements. Based on continuous measurements of micrometeorological elements, trace gas concentrations and turbulent fluxes, more detailed information have been obtained of the structure and possible future changes of the surface layer and the intensity of the surface-biosphere-atmosphere interactions.

Keywords: micrometeorology, surface energy budget, trace gas flux, heat flux, Bowen ratio, eddy covariance, gradient measurement method, eddy accumulation technique, band pass covariance method, turbulent diffusion coefficient, dry deposition velocity, basic climatological network

1. Introduction

The subject of micrometeorology is the analysis of small-scale features taking place in a shallow layer above the Earth's surface, the so called Planetary Boundary Layer (PBL), where the momentum, energy, water vapor and the
atmospheric part of the biogeochemical cycles (carbon, nitrogen, sulfur, etc.) initiate and end up. There are only a few parts of meteorology which preserved such a close relationship between measurement and modeling, theory and application as micrometeorology. This close relation is present even in the work of each individual researcher or international integrated project setup (such as the EU6 CarboEurope and NitroEurope programs [59] or the FLUXNET observation network [6]).

Besides the observation of standard meteorological parameters of the near surface layer (using operational observation network) the detection of micrometeorological features such as the vertical profiles of meteorological elements (wind speed, temperature humidity, etc.) atmospheric stability, surface energy budget components, trace gas and aerosol fluxes are also essential. For these purposes special long-term monitoring projects have been initiated. Such kinds of measurements are also present in the measurement program of very few central meteorological observatories [3]. Results have been applied in both meteorological model development and ecological or environmental issues [64].

2. Micrometeorological Measurements in Hungary

2.1. Short history of the early years of micrometeorological studies

Following studies of Schmidt, Geiger and Prandtl, micrometeorological investigations in Hungary have been initiated in the twenties and thirties of the past century. Discovering the link between micrometeorology and ecology was crucial from the beginning [5].

Near-surface profile measurements of temperature, humidity and wind speed began at the meteorological observatory of the Department of Meteorology, Eötvös University, at Erdőhát at the end of the 1940s [62]. This station was operational till the end of the seventies [7].

In the beginning of the seventies, investigations were initiated in the region of the Bükk Mountains in order to explore the meteorological background of deforestation (due to acid rain or frequent droughts). Studying the forest ecosystem at Síkfőkút Experimental Forest International LTER site (SIK) lasted till the mid nineties. Continuous near-surface profile measurement of wind, temperature and humidity over woodland was performed [34] [35].

The agrometeorological station at Szarvas was built in the sixties. Till the end of the nineties it was operated by the Hungarian Meteorological Service (1963-1999). Wind speed, temperature and humidity measurements were performed at six levels on a 30 m tall tower [33] [66]. The agrometeorological station of Keszthely was founded in 1972 [1] [38]. Radiation and hydrological
measurements, besides crop land experiments have been performed at both sites. These stations are now operated by local universities: Tessedik Samuel College, Szarvas and University of Pannonia Georgikon Faculty of Agriculture, Keszthely.

Continuous measurements of radiation budget, soil temperature and soil moisture have been made at the Agrometeorological Observatory of the University of Debrecen from the sixties. Wind speed and direction, temperature and humidity profile sensors are installed on a 20 m high mast. More than two decades long carbon dioxide dataset is also associated to this station. Quality controlled hourly data set from this observatory is also available for the scientific community [2] [61].

The 120 m high tower of the nuclear power plant at Paks has been operating since the end of the seventies. Measurements are performed at four levels (2 m, 20 m, 50 m and 120 m above ground level, respectively) with a fundamental purpose to be used for the assessment of the wind profile, atmospheric stability and turbulent diffusion [33] [63].

Measurements of radiation and hydrological features near and over the great Hungarian lakes (Lake Balaton, Ferto and Velencei) with micrometeorological methods were also established in the seventies and eighties [9] [39] [40]. The background air quality monitoring station at K-puszta, which is now a part of the EMEP monitoring network [72], has been working since the beginning of the seventies. Dry deposition rate of trace gases were obtained on the basis of the dataset of the well established station and with deposition velocities from the literature [24] [47] [48] [50]. Locations of the listed sites and of the most relevant measurement projects are shown in Figure 1.

2.2. Measurement projects since 1990

The Hungarian Meteorological Service (HMS) joined the EUREKA BIATEX framework program at the end of the eighties [18]. The aim of this program was the description of exchange processes between surface-biosphere-atmosphere over short and tall vegetation surfaces. Aerosol exchange studies were added to this topic in 1996 (BIATEX-2). This research initiated Hungarian inter-institutional cooperation that gave an opportunity to join integrated national and international research projects (Figure 1 and Table 1) and established investigations focused on the nitrogen budget [27]. The assessment of surface energy balance components, besides standard meteorological measurements, is included in the measurement program of all projects introduced in this chapter.

Two special sites among present research projects are the measurement systems at Bugac and Hegyhatsal, where fluxes of greenhouse gases have also
been measured. Several projects were devoted to turbulent exchange processes of ammonia. Besides the long term daily ammonia series from K-puszta (denuder technique, [30]), the ammonia gradient was also measured with the high precision AMANDA system [29], and with the photoacoustic equipment for long-term, automatic concentration and flux monitoring developed by the University of Szeged [32], which is used at the NitroEurope site “Bugac” since the summer of 2008.

![Image](image.png)

**Figure 1.** Micrometeorological measurement sites in Hungary.

Various measurement programs required the development of flux assessment schemes. Gradient, profile, Bowen-ratio, direct flux (eddy covariance) methods, static and dynamic chamber measurements [31] have been applied and, in addition, experimental application of the eddy accumulation technique is also performed [56]. Development of a state-of-the-art measurement and data acquisition system is highly pronounced. All measured raw data (both from slow sensors and from the eddy covariance system) are being logged.

In addition, micrometeorological measurements provide valuable information for climate studies and also input data for the operation and development of numerical forecast models and of parameterization schemes. These targets were taken into account in the formation of the climate monitoring network of four Hungarian stations with the aim of providing a high-precision and long-term detection of the local effects of a possible climate change in the near surface layer. Besides the scope of a synoptic station’s duties, soil temperature and moisture, vertical profile of meteorological parameters, radiation and energy
budget components are also measured for this purpose. Turbulent fluxes have been determined using the eddy covariance technique at the central station in Debrecen [52].

Since our research is focused on the calculation of turbulent fluxes, its methodology is summarized below. Our experimental work, in this chapter, will be illustrated through three examples. First we present daily variation of ozone and sulfur dioxide in different seasons and over short and tall vegetation (BIATEX). Then we will analyze the ammonia measurements (GRAMINAE). Finally, we will describe the measurement program of the basic climatological network, because the authors of this chapter have mainly been involved in the above projects.

3. Turbulent Exchange Processes of the Surface Layer:

The Turbulent Fluxes

The transport of different scalar quantities (momentum, energy, water vapor and the concentration of trace gases) in the PBL is performed by turbulent eddies of a size proportional to their heights above ground level. Turbulence is assumed to be stationary, horizontally homogeneous and isotropic. Disturbances due to advection, instationarity, convection, etc., are not considered here. Issues rising from such disturbances are discussed in details in [19] and [20].

3.1. Raw fluxes

The turbulent flux \( F_c \) is the amount of a quantity, for example concentration \( c \), flowing through a unit surface in a unit time interval. In mathematical form, this is the covariance of the vertical velocity \( \nu \) and the \( c \) quantity (Fig. 2):

![Figure 2. Schematic diagram of turbulent exchange processes. The surface is a sink of scalar c.](image-url)
where variables indicated by primes are fluctuations \((c = \bar{c} + c')\), i.e., instantaneous deviations from the mean values, and those indicated by overbars are averages. The average vertical velocity is assumed to be zero \((\bar{w} = 0)\). Note that this requirement is strictly satisfied only in case of dry air, however, for trace gases or aerosol this is not fully true. The bias is described by the Webb correction \([41]\) \([65]\).

Using standard notation, the fluxes of momentum \((\tau)\), sensible \((H)\) and latent heat \((LE)\), respectively, can be written as follows:

\[
\tau = -\rho_m \bar{w} \bar{u}', \quad H = c_{pm} \rho_m \bar{w} \bar{T}', \quad LE = L \bar{w} \bar{\rho_v}',
\]

where \(\rho_m\) is the average moist air density, \(c_{pm}\) is the isobaric heat capacity of moist air, \(L\) is the latent heat of vaporization, while \(T'\), \(\rho_v'\), \(u'\) and \(w'\) are the fluctuations of temperature, vapor density, and the horizontal and vertical velocities, respectively. In the calculation of raw fluxes, detrending has not been applied, and sonic temperature (a quantity that is close to virtual temperature and that can be calculated from the sound speed data of the anemometer) is considered instead of temperature fluctuations. Fluxes can be obtained with the application of different corrections and quality control procedures on the raw data \([4]\) \([17]\) \([20]\) \([45]\) \([46]\) \([68]\) resulting in sometimes up to 20-30\% modification on the raw data. Note that even in the best flux calculation schemes “there are a lot of corrections and choices between correction methods”. Even in the flux calculation method itself, there is a high level of uncertainty.

### 3.2. The generalized Bowen ratio

In the following a short review of other flux calculation algorithms will be given. Introducing the generalized form of the Bowen-ratio \((B)\) after \([57]\) as:

\[
B = \frac{F_c}{F_T},
\]

which is the fraction of the flux of scalar \(c\) and the reference heat flux \((F_T)\). This ratio can be determined on many ways. It can be measured with the most precise direct flux (eddy covariance) method as

\[
B = \frac{w'c'}{w'T'},
\]
or by gradient measurement \cite{42} \cite{69} (from data available at level $z_1$ and $z_2$)

$$B = \frac{K_c[c(z_2) - c(z_1)]}{K_H[T(z_2) - T(z_1)]}, \quad (5)$$

and in case of multilevel data by profile method (profile fitting). Here, in the
first approximation, the turbulent diffusion coefficients for heat and for the
scalar $c$ are assumed to be equivalent ($K_c = K_H$).

3.3. The eddy accumulation and the band pass covariance technique

Fluxes can be obtained even from a single level measurement data using for
example the eddy accumulation method. This measurement technique is based
on a simultaneous application of a sensor with slow respond characteristic
(which is usually used for trace gas concentration measurement) and of a fast
respond sensor (sonic anemometer). Concentrations ($c^+, c^-$) at upward ($w^+$)
and downward ($w^-$) drifts, respectively, have to be separated by parallel
measurements of vertical velocity and concentration. The turbulent flux $F_c$ will
be proportional to the differences of them and to the standard deviation ($\sigma_w$) of
vertical velocity, which is an indicator of the intensity of turbulence \cite{12} \cite{56}:

$$F_c = b\sigma_w [c^+ - c^-]. \quad (6)$$

The typical value of $b$ is approximately constant having a value of about 0.6.
The algorithm for the choice of $c^+$ and $c^-$ episodes is demonstrated in Figure
3, where horizontal bars over and below the x-axis are representing positive and
negative vertical velocity intervals, respectively. Note that this case has been
picked up from a windy ($u = 10$ m/s) and thermally unstable situation resulting
in unusually high vertical motion ($w^+ > 2$ m/s) at such a low height (4 m AGL).

Naturally, a critical vertical velocity ($w_k$) can be chosen for better
separation of upward and downward drifts, and only actual concentrations in
case of above and below respective $c^+$ and $c^-$ cases are considered (for
example one have to analyze air sample collected in different tanks, or we try to
log the data of the slow sensor with higher resolution but lower accuracy,
interlocked with sonic anemometer data). The generalized Bowen ratio can be
written as:

$$B = \frac{b\sigma_w [c(w > w_k) - c(w < -w_k)]}{b\sigma_w [T(w > w_k) - T(w < -w_k)]}, \quad (7)$$
In order to separate ascending and descending eddies, a critical value of the temperature flux \( (wT)_k \) can also be used. This is the so called hyperbolic eddy accumulation method \([11]\):

\[
B = \frac{b_c \sigma_{wT} \left[ c(wT > (wT)_k) - c(wT < -(wT)_k) \right]}{b_H \sigma_{wT} \left[ T(wT > (wT)_k) - T(wT < -(wT)_k) \right]} \tag{8}
\]

As a first assumption, the constants for two different scalar quantities are assumed to be equal \( (b_c = b_H) \).

Some experiments have been made by us with the application of the eddy accumulation technique to the calculation of raw fluxes for sensible and latent heat and also the CO\(_2\) fluxes. Let us consider the following example: 21 Hz data of the Gill R4 sonic anemometer and the LI-7500 \( H_2O/CO_2 \) sensors from the site "Bugac" of the EU5 Greengrass program \([51]\) have been analyzed. The height of measurements was 4 m AGL. Raw data from the eddy covariance and the eddy accumulation methods have been compared. Simulation of a slow signal has been generated from the LI-7500 data applying 5 second averaging. Temperature flow has been obtained from the eddy accumulation method with the same averaging interval. The correlation of the results from the above mentioned two methods is presented in Figure 4. Raw fluxes have been underestimated by the eddy accumulation method, but the degree of correlation is high \( (R^2 = 0.94) \).
The raw flux of CO₂ has been calculated with three different methods: eddy covariance, eddy accumulation and a modified eddy accumulation technique that is considering the ratio of two different temperature flux calculations (Figure 5):

\[
\left( \frac{\bar{w}c'_{CO_2}}{\bar{w}T} \right)_{\text{accum,mod}} = \left( \frac{\bar{w}T}{\bar{w}T} \right)_{\text{accum}} \left( \frac{\bar{w}c'_{CO_2}}{\bar{w}T} \right)_{\text{accum}}.
\]  

(9)

All plots show similar behavior, but the one calculated with the modified eddy accumulation technique fits better to direct flux measurements.

All plots show similar behavior, but the one calculated with the modified eddy accumulation technique fits better to direct flux measurements.

Figure 4. Raw temperature fluxes (\(\bar{w}T\)) from eddy covariance (cov) versus eddy accumulation (accum) techniques (with averaging interval is 5 s) every half hour calculated from the data of Gill R4 sonic anemometer (Bugac, August 2003).

Figure 5. Raw CO₂ fluxes from eddy covariance, eddy accumulation and the modified eddy accumulation techniques, respectively (Bugac, August 2003).

The generalized Bowen ratio can be obtained from the turbulent spectra of trace gas and temperature fluxes, respectively. The assumption is that the low frequency (\(f < f_{\text{crit}}\)) part of each spectrum – measurable with slow sensors and
long averaging interval – have similar behavior. This is the so-called band-pass covariance technique \[10\]. The ratio of the two covariances in the low frequency part of the spectra is assumed to be equal to the generalized form of Bowen ratio, i.e., the ratio of the covariances in the whole spectrum (Eq. 4)

\[
B = \frac{w^c}{w^T} \frac{\text{Cov}(wT)(f < f_{krit})}{\text{Cov}(wT)(f < f_{krit})}.
\] (10)

The turbulent flux of scalar quantity \(c\) can be obtained with different formulations of the generalized Bowen ratio using slow respond sensors too. Calculation is always based on the heat flux and on the generalized Bowen ratio (i.e., the ratio and not the value of the two fluxes).

### 3.4. Chamber techniques

Finally, we will briefly introduce the chamber measurement technique, which can be used for trace gas fluxes. The static and the dynamic chambers can be described in the following way. In the first one there is no flow, while in the dynamic chamber there is a continuous air stream. The basic equation of the static chamber measurement is:

\[
V \frac{dc}{dt} = S_1 - S_2,
\] (11)

where \(V\) is the volume, \(S_1\) is the surface source intensity, which is the product of the flux (\(F_c\)) and the area of the chamber (\(A\)), and it is negative in case of deposition. \(S_2\) is representing the effect of chemical processes on concentration. Important issues are (i) the size of the chamber, i.e., the volume of the layer including the upper porous soil layer and (ii) the dynamics of concentration change, which determines the optimal sampling strategy. A common assumption is that concentration change is linear in the first stage. The duration of this for \(\text{N}_2\text{O}\) or \(\text{CH}_4\) is about 10 to 30 minutes – depending on the size of the chamber \[31\].

For a dynamic chamber, the basic equation of concentration change is \[58\]:

\[
V \frac{dc}{dt} = S_1 - S_2 + v_{air} \cdot A_{tube} \cdot (c_{out} - c),
\] (12)

where \(v_{air}\) is the velocity of in- and outflowing air, \(A_{tube}\) is the cross section of the inlet tube and \(c_{out}\) is the concentration outside the chamber. Once the equilibrium concentration (\(c_{int}\)) has been established, the flux can be calculated
as follows:

$$F_c = \frac{v_{air} \cdot A_{tube}}{A} \cdot (c_{out} - c_{int}) - S_2.$$  \quad (13)

A hidden assumption is that the air stream through the chamber sweeps over the entire covered soil surface with a uniform velocity, and its direction is parallel to the enclosed soil surface.

4. Case studies

Following the presentation of micrometeorological measurements in Hungary and the methodology of turbulent flux calculation, we will show results of some research activity. A few results of gradient measurements of trace gases in the 1990’s are presented first, followed by contributions in the research of ammonia exchange and the description of the concept and measurements of the new basic climatological network in Hungary.

4.2. Turbulent exchange of ozone, sulfur-dioxide and nitrogen oxides over tall vegetation

One of the main goals of the studies in the EUREKA BIATEX-1 and BIATEX-2 programs in Hungary was the determination of the dry deposition velocities ($v_d$) of tracers ($O_3$, $NO_x$, $SO_2$) over various surfaces, in seasonal separation during the 1990’s years. Dry deposition can be obtained from the deposition velocity by the following formula [26] [49]:

$$F_c = \frac{c_{ref} - c_0}{R_a + R_b + R_c} = \left(c_{ref} - c_0\right) \cdot v_d,$$  \quad (14)

where $c_{ref}$ is the concentration of the given trace gas over vegetation, $c_0$ is the concentration at the surface, which, for example in case of vapor, is equal to the saturation vapor pressure over soil or leaf surface, and in case of ozone (which is absorbed by vegetation) is equal to zero. $R_a$, $R_b$ and $R_c$ are the aerodynamic, quasi-laminar and canopy-surface resistances, respectively. While the determination of $R_a$ and $R_b$ are relatively simple, the procedure to determine $R_c$ is a major challenge, since it significantly depends on season, vegetation characteristics, etc. The canopy-surface resistance can be separated into three further terms:
\[
\frac{1}{R_s} = \frac{1}{R_{st}} + \frac{1}{R_s} + \frac{1}{R_w}, \tag{15}
\]

where the respective resistances are of the stoma \( R_{st} \), the soil \( R_s \) and the cuticula (leaf surface) \( R_w \). These resistances are acting in parallel. Analyses for Hungary included two different types of surface vegetation: (1) spruce forest in the mountain "Mátra" and (2) grassland in the "Hortobágy" National Park. An example of the measured data is depicted in Figure 6.

![Figure 6. Daily variation of the dry deposition velocity of ozone (a) and sulfur-dioxide (b) over spruce canopy.](image)

The uptake by stoma plays an important role in the deposition of ozone. During a summer day, by intensive insolation, the stoma is closed to protect the plant from dehydration. Therefore, \( R_{st} \) increases, which results in lower dry deposition velocity. In case of SO\(_2\) such an effect cannot be observed, which
indicates the fact that SO₂, which is solvable in water, is preferably absorbed on the wet cuticula instead of the stoma. The interaction between sulfur-dioxide and ammonia is also important [30]. This has been investigated under the NitroEurope program. Continuous ammonia flux measurements started in the summer of 2008. In the next section, our studies of ammonia exchange processes will be demonstrated on a case study.

4.2. Ammonia exchange over short vegetation

NH₃ exchange processes between the atmosphere and biosphere over grassland have been investigated during the EU4 Graminae project (1999-2002) on a European cross section [60]. The Hungarian station was located near Püspökladány (for the location of the site see Figure 1 and Table 1), operated by the Forest Research Institute. Ammonia emission occurred only in the daytime during the vegetative period, when leaf stoma is open, in all other cases deposition was observed (Figure 7a). The pH factor of the soil was around 6, therefore soil emission was impossible. The effect of fertilizers was also investigated. After fertilization (100 kgN/ha) high release was detected, but only during the daytime, which supports the theory of stoma emission (Figure 7b). Ammonia is emitted through the stoma after fertilization of the acid soil [29]. Modeled fluxes were in a good agreement with measurements.

![Ammonia flux over grassland. Averaging done for: two years (a) and two weeks in May 2001 after fertilization (b) (Püspökladány, GRAMINAE program).](image)

4.3. Design of the basic climatological network for the detection of long-term effects of climate change

In addition to the high precision monitoring of greenhouse gases [23], there was a growing demand for a target-oriented climate observation system in Hungary.
The objective of the Hungarian Meteorological Service (HMS) is the establishment of the basic climatological network integrated into the automatic surface observatory system. These are such climate stations where measurement conditions, spatial representativity, the applied measurement methods and devices as well as quality control and maintenance procedures permit high accuracy, reliability and temporal stability of measurements, which could not be reached earlier. This makes the system suitable for the long-term and operational survey of the local effects of climate change in Hungary, similarly to such systems of other countries [36] [37]. Four stations are being installed at locations with different surface and climatic characteristics taking into account the existing observatory network. Stations Budapest and Kékestető have an extended measurement program for the radiation budget components (Figure 8).

![Figure 8. The location of existing weather stations of the HMS, planned climate stations and the extended radiation measurements at Kékestető.](image)

The center of the system is the Agrometeorological Observatory of the University of Debrecen as depicted in Figure 9. At this station measurements have been performed since April, 2008 according to the following points:
- operation as a standard climate station with high precision measurement of the basic climate parameters (air temperature, moisture, wind speed and direction, pressure, global radiation, soil temperature, precipitation, etc.) based on methodological research [54],
measurement of temperature, wind and humidity at 1, 2, 4 and 10 m height AGL, respectively,
assessment of energy budget components with eddy covariance and/or Bowen ratio methods [45] [43],
CO$_2$ concentration and flux measurement,
measurements of short and long wave radiation budget components,
assessment of ground heat flux in the upper layer of soil using ground heat flux, soil moisture, soil temperature measurements.

Figure 9. Central station of the targeted climatological network at the Agrometeorological Station at Debrecen-Kismacs; 4 m mast for eddy covariance and 10 m mast for gradient measurement, automatic weight measurement ombrometer in the background (upper panels) and the equipment for the measurement of radiation budget components and soil heat flow (temperature, humidity, heat flux measuring plate) (lower panels).
The complex measurement program of the central station is based on the sonic anemometer usable for fast sampling rate for wind speed and temperature (for momentum and sensible heat flux), and on the LI-7500 device usable for the assessment of air humidity and CO$_2$ concentration. At the three other stations that have to be installed, similar measurement program excluding the above two instruments will be implemented. The extended measurement gives opportunity to the estimation of energy budget components with eddy covariance, gradient, profile and Bowen-ratio methods and also provides measurement background for different types (e.g., soil science, air quality) of studies and research. The assessment of the receipt term in the radiation budget is emphasized. This determines the total energy balance of the surface. This is ensured by separate measurements of each components of the budget: global, reflex, long wave radiation of the atmosphere and the long wave emission of the surface. For the assessment of the radiation budget components the best currently available devices are applied. Recalibration to the International Radiation Scale is performed regularly.

Instrumentation of the stations for gradient measurements is based on sensors used in the network of the HMS. The accuracy, calibration and regular inspection of the instruments suits into the quality control system of the HMS. Pre-installation calibration of the equipment is already done. For air temperature and air humidity equipments, full on-site calibration is possible. Based on the analyses of recent measurements (see Figure 10 and 11) the findings are the following:

1. Wind, temperature and humidity profiles are sufficiently precise, and reflect the characteristics of the surface layer, so they can be used for the estimation of atmospheric stability and with the Monin-Obukhov similarity theory for the estimation of surface fluxes.

Figure 10. Daily variation of air temperature (left) and temperature differences in each layer (right) (May, 2008)
Figure 11. Daily variation of the energy budget components (May, 2008). \( Rn \): net radiation; \( Soil \): ground heat flux; \( H \): sensible and \( LE \): latent heat flux; \( Res \): residual term.

2. Analyses of the energy budget components, and the closure of the energy balance indicates that the created database is suitable for the investigation of the surface layer and for climatological analyses and, in addition, it is also suitable for the development of flux assessment methodology.

3. The database provided by the installed monitoring system is applicable for further research activity (e.g., micrometeorological and air quality protection applications) in addition to the detection of possible local effects of the global climate change [70].

5. Conclusion

A brief description of micrometeorological studies in Hungary has been given. Measurement projects, devoted to surface-biosphere-atmosphere exchange processes of trace gases, surface energy budget components, carbon and nitrogen budget assessment, have been reviewed. Due to their high operational and equipment costs and the continuous need for data analysis and algorithm development, such research can only be efficient under national and international cooperation.

The methodology of the turbulent flux assessment has been analyzed in detail. Our results have been illustrated through three examples.

The installation and continuous operation of the basic climatological network for the detection of long-range effects of climate change in Hungary is emphasized. The system provides profile and energy budget data besides standard meteorological parameters.
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List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>area of measurement chamber</td>
<td>[m$^2$]</td>
</tr>
<tr>
<td>$A_{\text{tube}}$</td>
<td>cross section of the inlet tube of dynamic chamber</td>
<td>[m$^2$]</td>
</tr>
<tr>
<td>$B$</td>
<td>generalized form of the Bowen ratio</td>
<td>[kg m$^{-3}$ K$^{-1}$]</td>
</tr>
<tr>
<td>$F_c$</td>
<td>turbulent flux of a scalar quantity</td>
<td>[kg m$^{-2}$ s$^{-1}$]</td>
</tr>
<tr>
<td>$F_T$</td>
<td>reference temperature flux</td>
<td>[K m s$^{-1}$]</td>
</tr>
<tr>
<td>$H$</td>
<td>sensible heat flux</td>
<td>[W m$^{-2}$]</td>
</tr>
<tr>
<td>$K_c$</td>
<td>turbulent diffusion coefficients for scalar quantity</td>
<td>[m$^2$ s$^{-1}$]</td>
</tr>
<tr>
<td>$K_H$</td>
<td>turbulent diffusion coefficients for sensible heat</td>
<td>[m$^2$ s$^{-1}$]</td>
</tr>
<tr>
<td>$L$</td>
<td>latent heat of vaporization</td>
<td>[J kg$^{-1}$]</td>
</tr>
<tr>
<td>$LE$</td>
<td>latent heat flux</td>
<td>[W m$^{-2}$]</td>
</tr>
<tr>
<td>$R_a$</td>
<td>aerodynamic resistance</td>
<td>[s m$^{-1}$]</td>
</tr>
<tr>
<td>$R_b$</td>
<td>quasi-laminar resistance</td>
<td>[s m$^{-1}$]</td>
</tr>
<tr>
<td>$R_c$</td>
<td>canopy-surface resistance</td>
<td>[s m$^{-1}$]</td>
</tr>
<tr>
<td>$R_s$</td>
<td>soil resistance</td>
<td>[s m$^{-1}$]</td>
</tr>
<tr>
<td>$R_{st}$</td>
<td>stoma resistance</td>
<td>[s m$^{-1}$]</td>
</tr>
<tr>
<td>$R_w$</td>
<td>cuticula resistance</td>
<td>[s m$^{-1}$]</td>
</tr>
<tr>
<td>$S_1$</td>
<td>surface source intensity of the area in the measurement chamber</td>
<td>[kg s$^{-1}$]</td>
</tr>
</tbody>
</table>
### Long-Term Measurements of Energy Budget and Trace Gas Fluxes

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_2$</td>
<td>source of scalar quantity due to chemical reactions in the measurement chamber</td>
<td>[kg s$^{-1}$]</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature of air</td>
<td>[K]</td>
</tr>
<tr>
<td>$V$</td>
<td>volume of flux measurement chamber</td>
<td>[m$^3$]</td>
</tr>
<tr>
<td>$b$</td>
<td>fitting parameter used in the eddy accumulation technique</td>
<td>( \text{[unit]} )</td>
</tr>
<tr>
<td>$c$</td>
<td>concentration of a scalar quantity</td>
<td>[kg m$^{-3}$]</td>
</tr>
<tr>
<td>$c_0$</td>
<td>concentration of trace gas at the surface</td>
<td>[kg m$^{-3}$]</td>
</tr>
<tr>
<td>$c_{out}$</td>
<td>concentration of scalar quantity outside the chamber</td>
<td>[kg m$^{-3}$]</td>
</tr>
<tr>
<td>$c_{pm}$</td>
<td>isobaric heat capacity of moist air</td>
<td>[J K$^{-1}$ kg$^{-1}$]</td>
</tr>
<tr>
<td>$c_{ref}$</td>
<td>concentration of trace gas over vegetation</td>
<td>[kg m$^{-3}$]</td>
</tr>
<tr>
<td>$f$</td>
<td>frequency of turbulent spectra</td>
<td>[s$^{-1}$]</td>
</tr>
<tr>
<td>$u$</td>
<td>horizontal wind speed</td>
<td>[m s$^{-1}$]</td>
</tr>
<tr>
<td>$v_{air}$</td>
<td>velocity of air in the inlet tube of dynamic measurement chamber</td>
<td>[m s$^{-1}$]</td>
</tr>
<tr>
<td>$v_d$</td>
<td>dry deposition velocity</td>
<td>[m s$^{-1}$]</td>
</tr>
<tr>
<td>$w$</td>
<td>vertical velocity</td>
<td>[m s$^{-1}$]</td>
</tr>
<tr>
<td>$\rho_m$</td>
<td>average moist air density</td>
<td>[kg m$^{-3}$]</td>
</tr>
<tr>
<td>$\rho_v$</td>
<td>vapor density</td>
<td>[kg m$^{-3}$]</td>
</tr>
<tr>
<td>$\sigma_w$</td>
<td>standard deviation of vertical velocity of air in turbulent flow</td>
<td>[m s$^{-1}$]</td>
</tr>
<tr>
<td>$\tau$</td>
<td>momentum flux</td>
<td>[kg m$^{-1}$ s$^{-2}$]</td>
</tr>
</tbody>
</table>
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Table 1. Main micrometeorological measurement projects in the umbrella of national and international collaborations for analyses of surface-biosphere-atmosphere interactions from 1990.

<table>
<thead>
<tr>
<th>Measurement site, h, φ, λ</th>
<th>Time period</th>
<th>Research program</th>
<th>Vegetation</th>
<th>Profile, gradient (chamber)</th>
<th>Eddy covariance</th>
<th>Contact person(s), references</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hortobágy, 95 m 47° 25′, 20° 58′</td>
<td>1990–1995</td>
<td>BIATEX-1, MAKAl</td>
<td>Natural grassland</td>
<td>4 m tower u, f, T, O₃, NOₓ, SO₂</td>
<td>-</td>
<td>Horvath, L. (HMS) [25] [26]</td>
</tr>
<tr>
<td>Nyírjes, 560 m 47° 50′, 19° 56′</td>
<td>1991–2000</td>
<td>BIATEX-1, 2 [18] MAKAl</td>
<td>Spruce forest</td>
<td>28 m tower u, f, T, O₃, NOₓ, SO₂</td>
<td>³H, O₃ (temporary)</td>
<td>Horvath, L. (HMS) [26] [27] [28]</td>
</tr>
<tr>
<td>Püspökladány, 88 m 47° 20′, 21° 06′</td>
<td>2000–2001</td>
<td>EU4-GRAMINAE²</td>
<td>Semi-natural grassland</td>
<td>u, t, NH₃</td>
<td>³H</td>
<td>Horvath, L. (HMS) [29]</td>
</tr>
<tr>
<td>Hegyhátsál, 249 m 46° 57′, 16° 39′</td>
<td>1995–</td>
<td>MAKAl EU5-CHIOTTO [15] EU6-CarboEurope</td>
<td>mixed agricultural landscape</td>
<td>113 m TV tower u, f, T, CO₂</td>
<td>³H, LE, CO₂</td>
<td>Haszpra L. (HMS) Barcza Z. (ELTE) [8] [22] [23]</td>
</tr>
<tr>
<td>Kelemenszék, 97 m 46° 47′, 19° 27′</td>
<td>2005–2007</td>
<td>HU-NKFP⁰</td>
<td>Lake water surface</td>
<td>u, f, T</td>
<td>-</td>
<td>Weidinger T (ELTE³) [67]</td>
</tr>
<tr>
<td>Debrecen, 121 m 47° 33′, 21° 36′</td>
<td>2007–</td>
<td>HU-NKFP⁰</td>
<td>Cultivated grassland</td>
<td>u, f, T</td>
<td>³H, LE, CO₂</td>
<td>Nagy Z. (HMS) Szász G. (DE⁴) [52] [53]</td>
</tr>
</tbody>
</table>

¹US Hungarian Scientific found, ²GRassland AMmonia INteractions Across Europe (8 institutes from UK, DK, NL, FR, CH, HU and GR), ³National Research and Development Programmes (NKFP) in Hungary, ⁴Hungarian Meteorological Service, ⁵Szent István University, Gödöllő, Hungary, ⁶Eötvös Loránd University, Budapest, Hungary, ⁷University of Debrecen, Hungary.
Chapter 10

INTEGRATION OF SPATIO-TEMPORAL DATA FOR FLUID MODELING IN THE GIS ENVIRONMENT

LUBOS MATEJICEK

Faculty of Science, Charles University in Prague, Czech Republic

Fluid modeling covers a wide range of principles describing the motion of matter and energy in dependence on spatial scales, time scales and other attributes. In order to provide efficient numeric calculations, the information systems have to be developed for management, pre-processing, post-processing and visualization. In spite of that many software tools contain sophisticated subsystems for data management and implement advanced numerical algorithms, there is still need to standardize data inputs/outputs, wide used data analyses, and case oriented computational tools under one roof. Thus, the geographic information system (GIS) is used to satisfy all the requirements. As an example, the case study focused on dust dispersion above the surface coal mine documents the GIS ability to solve all the tasks. The input data are represented by terrain measurements of meteorological conditions and by estimates of the emission rates of potential surface dust sources. Remote sensing helps to identify and classify the coal mine surface in order to map erosion sites and other surface objects. GPS is used to improve the accuracy of the erosion site boundaries and to locate other point emission sources such as excavators, storage sites, and line emission sources such as conveyors and roads. The 3D mine surface for modeling of wind flows and dust dispersion is based on GPS measurements and laser scanning. All data inputs are integrated together with simulation outputs in the spatial database in the framework of the GIS project. In case of dispersion modeling, a few ways can be used to provide numeric calculations together with GIS analyses. The traditionally used way represents using of standalone simulation tools and the input/output data linkage through shared data files. The more advanced way is the implementation of dispersion models in the GIS environment. The methods are demonstrated by using U.S. EPA modeling tools and by linking standalone numerical calculations in the GIS environment with using case oriented programming libraries and GIS development tools.

Keywords: spatio-temporal modeling; geodatabase; GIS; lidar

1. Introduction

Environmental models focused on fluid mechanics require spatio-temporal data for calibration, verifications, setting of boundary conditions, and visualization. The lack of suitable environmental data and modeling development tools have been the serious impediments to the development and use of environmental models. Nowadays, various software tools have been developed to support environmental models based on dynamic modeling or spatial modeling, but they
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rely on many different data formats and incompatible functionality. Dynamic modeling, based on the numerical solution of algebraic or differential equations [1], is represented by mathematical models implemented in a number of simulation packages or standalone applications [2]. Spatial modeling, attempting to emulate geographic processes, is often provided by Geographic Information Systems (GISs) [3]. Modeling, in the context of GIS, is mostly focused on using formal models that describe how things are located and related in space [4]. In order to integrate dynamic modeling and spatial modeling in the framework of a common platform, GIS is becoming one of the most important software tools [5]. In the past, it has been necessary to couple GIS with special software designed for high performance simulation in dynamic modeling. But with the increasing power of computer hardware and software, GIS can support time consuming numerical calculations. Thus, it is now possible to reconsider this relationship. Spatio-temporal modeling in GIS raises a number of important issues, including fluid modeling and the roles of scale and accuracy, which can influence the design of infrastructure to facilitate sharing of spatio-temporal data and models. Historically, there are two main ways for data analysis and simulation in the framework of environmental modeling.

From the spatial modeling point of view, existing GISs can be extended by data structures and numerical methods that can assist in solving dynamic models. The strategies can range from the simple pre- and postprocessor linkage through shared data files to building dynamic models as fully functional extensions by using programming development tools in the GIS environment. In the case of dynamic modeling, there are case oriented extensions for the display of simulation outputs. However, the data structures are dedicated for the calculation of numerical models [6]. In spite of the fact that the graphic user interface allows the models to be created as a work flow by stringing individual processes together, and running each model via its dialog box or the command line [7], the interconnection with the original spatial environment is quite limited.

As noted earlier, GIS was designed to mainly support spatial data management, spatial analysis and visualization in the two-dimension (2D) space or, lately, in the three-dimension (3D) space. But, the power of GIS for these applications has been greatly enhanced by the availability of graphic interfaces that deal with user interaction. For example, ESRI ModelBuilder or user tools implemented in the ERDAS IMAGINE software allow the user to interact with various stages of the modeling process through interactive geoprocessing tools. Thus, users can create a model of their geoprocessing work flow by stringing processes together and run the model with a single click. Then by setting model
parameters, the user of the model can supply values for these parameters when the model is run via its dialog box or the command line [8].

2. Materials and Methods

2.1. Spatio-temporal data

Data managed by GIS store information about the location, shape and attributes of real-world entities. But, a number of various data structures are used to provide an efficient storage, to enable geostatistical analysis, and to support environmental modeling. In general, raster data structures and vector data structures are used to represent spatio-temporal phenomena.

In the raster structure, the data are arranged in a grid of cells with spectral or attribute data. They can represent imaged or continuous data. Each cell in a raster is a measured quantity. The data source for a raster dataset is mostly the satellite image or the aerial photograph. A raster dataset can also be a result of a geostatistical interpolation such as dispersion of selected pollutants over surface. Raster datasets excel in working with continuous data.

The vector structures are more complex. They are usually formed by a collection of discrete features, such as points, lines, and polygons, which is best applied to discrete objects with defined shapes and boundaries. The features have a precise shape and position based on the coordinate precision, whereas the raster have not, because it depends on the cell size. Vector datasets are preferred for bounding homogenous patches or fields, such as contour lines, street networks or land cover boundaries. Vector datasets can better support geometric operations such as calculating length and area, identification of overlaps and intersections or finding other features that are adjacent or nearby.

In addition to the raster datasets and vector datasets, there are other data structures used in the framework of GIS or CAD (computer-aided design). In order to create the precise terrain surface, the triangulated irregular network (TIN) is created from remote sensing data, GPS measurements or laser scanning. TIN datasets contain sets of triangulated irregularly located points with elevations sampled from a surface. In spite of that TINs are most often used to model the earth’s surface, they can also be used to study the distribution of a continuous environmental factor such as pollutant concentrations.

The described datasets are included into geographic data models that are an abstraction of the real world. They employ a set of data objects that support 2D or 3D map display, query, editing, analysis and visualization. The very first computerized spatio-temporal data models were usually created with CAD
software. A second generation of geographic data models was based on ESRI’s coverage data models. These data models can manage spatial information in datasets together with temporal attribute data and topological relationships.

2.2. Object-oriented data models

In order to create more complex data models, a new generation of tools has been developed to support upcoming ESRI’s object-oriented data models called the geodatabase data models [9] [10]. The tools are included in ESRI’s ArcGIS that contains a suite of integrated applications: ArcMap, ArcCatalog, and ArcToolbox. Using these applications together with their key extensions 3D Analyst, Geostatistical Analyst and Spatial Analyst [11] offers advanced data management and geoprocessing based on spatial interpolations and sharing of simulation data with standalone fluid numerical models. The geodatabase by itself offers object-oriented data modeling that can characterize features more naturally by defining user objects and their interactions. A principal advantage of applications based on geodatabase data model are:

- a uniform repository of geographic data that can be stored and centrally managed in one database,
- more accurate data entry and editing prevented by advanced validation behavior,
- more intuitive data objects, generic points, lines and polygons are transformed, for example, to the point, line or area sources of pollution,
- topological associations, spatial representation, general relationship,
- more efficient scripting and creation outputs by map layers,
- feature properties on a map display are linked to data and can respond to their changes,
- shapes of features are better defined by other graphic entities like curves and Bézier splines,
- management of large data sets by implementing geodatabase in the framework of relational database management systems
- sharing data simultaneously, which enables pre-processing data, solving fluid models and visualization by many users.

A geodatabase can manage raster and vector datasets, TIN and address locators. In case of fluid modeling, the wind flow and pollutant concentrations are arranged by time series measurements taken at meteorological stations and sampling points. Some temporal data are measured at regular intervals, such as minute mean wind speed and wind direction, and other temporal data are captured irregularly in time, such as satellite or aerial images, mapping of
potential emission sources at particular locations on a surface. The surface terrain, images, and wind flow fields are represented by the raster datasets. The vector datasets are used for mapping of emission sources and surface measurements that are archived in their attribute tables. The TIN dataset supports visualization of the surface terrain.

2.3. Spatial data from passive remote sensors

The kind of remote sensing data supporting fluid modeling is devoted to observation of the earth’s land and water surfaces by means of reflected or emitted electromagnetic energy. The energy spectrum recorded by the camera lens is much different than the sunlight energy spectrum that entered the atmosphere. Mostly, the blue light is scattered by the atmosphere, and reaches the camera without being reflected from the earth’s surface. The blue, red, green, and infrared light is used to be reflected from the canopy, but reach the camera lens in energy spectrum that is different from the energy spectrum that is intercepted by the canopy. The sensor systems transform these kinds of radiation in different colors, which usually do not match those of the radiation they represent. Thus, data within the image have to be translated by computer programs into valuable information through the process of image analysis [12] [13].

In case of the fluid modeling application, the satellite scene from the Landsat 7 Enhanced Thematic Mapper (ETM+) is used for giving an overview of the whole mining area, and for the mapping of land degradation features related to soil erosion [14]. A true color composite and pseudocolor composites combining the bands 1-7 at a resolution of 30 meters support display of the coal mine and its surroundings. The aerial images at a resolution of 0.5 meters are draped on the digital terrain model (DTM) to display the surface of the local areas of interest, the temporary storage site and the nearby residential zone.

2.4. Surface laser scanning and GPS mapping

For the last twenty years, remote sensing focused on using laser technology has promised to revolutionize land management by delivering spatial information critical for land surface characterization. Its implementation in the framework of lidars brings new possibilities in exploration of the surface structure, and in building the DTMs. Lidar (light detection and ranging) is an active remote sensing technique, analogous to radar, but using laser light. A pulse of laser energy is fired towards the surface. This incident pulse of energy then interacts with the surface, reflecting off of branches, leaves and ground, and back to the instrument where it usually is collected by a sensor. The time of flight of the
pulse, from initiation, to return to sensor, is measured and provides a distance estimates [15].

The same principle is implemented in the terrain surface laser scanners. Their new generation significantly reduces field costs and increases phase-based data quality for many types of as-built and site surveys where users want to take advantage of ultra-high speed of phase-based laser scanning.

In order to provide more accurate simulation of wind flows over the potential emission sources, terrain surface laser scanning by Leica HDS systems was chosen for acquisition of the DTM in an area of the temporary coal storage site and its neighboring slopes. It represents the most important parts that influence the dust transport by wind flows drifting from the mining areas to the residential zones. Multiple scans from different locations have to be provided to obtain complete data sources from shielded parts of the terrain. Finally, the clouds of points are georeferenced in the framework of the GIS project together with satellite images and aerial images. In spite of the fact that airborne laser scanning is becoming the standard technique for acquisition of DTMs, surface scanning can also capture spatial points from shielded areas. But, more data processing is needed to filter redundant points or incorrect points caused by vegetation interference and reflection of the mining equipment [16].

Global Positioning System (GPS) is a part of the satellite-based navigation system developed by the U.S. Department of Defense under its NAVSTAR satellite program. In order to improve estimated positions on the earth’s surface, differential GPS (DGPS) technique is used for reducing the error in GPS-derived positions by using additional data from a reference GPS receiver at a known position. Thus, there is a network of the local reference GPS receivers (CZEPOS) managed by the national authority in the Czech Republic.

In order to extend spatial data captured by surface laser scanning, a set of spatial points and lines is used to be collected by GPS for mapping slopes and surface objects such as excavators, conveyors, sorting places, man-made barriers, and pylons. The accuracy of the GPS measurements is improved during the post-processing phase by data from the nearest reference stations in the territory of the selected surface mine in the Czech Republic.

2.5. Pre-processing of meteorological data

Utility programs are used to transfer archived measurements from local meteorological stations, and to convert meteorological data from national weather services. In the framework of fluid modeling, the wind speed and wind direction over the surface together with other meteorological data are needed for
setting model parameters. The utility WRPLOT assists to generate wind rose statistics and plots for user-specified time ranges. Wind roses help to define the dominant transport direction of the winds for a selected location. These data are imported into a geodatabase data model. After preprocessing by PCRAMMET, data can support modeling by U.S. EPA’s short term air quality dispersion models such as ISCST3, or by standalone numerical models.

2.6. Dispersion modeling

A number of software packages focused on air dispersion modeling can support processing of spatio-temporal data in the GIS. For example, the AERMOD with its U.S. EPA models (ISCST3, ISC-PRIME, AERMOD, and AERMOD-PRIME) can assess via GISs information about a wide variety of emission sources, archived terrain measurements, and terrain characteristics. Then, simulation results can be included backward into GISs in order to provide spatio-temporal analysis, final visualization, and printing. For simulation of the dust dispersion, meteorological data together with a DTM complemented by surface objects such as buildings and mining equipment must be imported and pre-processed by tools included in the modeling package. Though the package includes display tools, export of the data into the GIS is needed to provide spatio-temporal modeling and visualization. In this case, a pre- and postprocessor linkage through shared data files is needed to run the simulation and to import data into the GIS [17].

Similar approach is represented by a standalone software application that shares data by the simple pre- and postprocessor linkage through shared data files. This approach can be also made more comfortable by providing a direct implementation of numerical models in the GIS environment. Thus, the pre- and post processing procedures can be reduced through the sharing of data in the framework of a common database. But, in cases of time consuming numerical operations, actual implementation by scripts or macros is not computationally efficient. The numerical models can be based on similar principles like the U.S. EPA models or specific numerical tools such as numerical modeling by Reynolds averaged Navier-Stokes (RANS) equations for incompressible flows with turbulent closure of the model by an algebraic turbulence model where the numerical simulation is solved by a semi-implicit finite-difference scheme [18].

2.7. GIS analysis and visualization

The ESRI’s ArcGIS was selected to provide a spatio-temporal framework for fluid modeling. In addition to spatio-temporal data management, advanced
spatial analysis is used to create the DTM, to provide pre-processing and post-processing for numerical simulation, to construct interpolations for thematic map layers, and to create virtual scenes for visualization [19] [20].

For these reasons, a new object-oriented data model is developed in the framework of the ESRI's geodatabase data model. Features represented by vectors, rasters, TINs or other user defined data structures are stored and centrally managed in one database together with the defined spatial relationship.

3. Results and Discussion

3.1. A case study: spatio-temporal modeling of the dust transport over a surface coal mine

This study is focused on dust emissions from the selected dominant source, a temporary coal storage site and other minor sources. The procedures provided in the framework of the GIS project are illustrated in Figure 1.

Figure 1. Spatio-temporal data processing in the framework of the GIS project.
The upper part of the scheme in Figure 1 illustrates the spatial data sources and their processing for creation of the DTM with draped images. After the surface laser scanning, the 3D clouds of points from a few locations must be merged, filtered, and put through geometric corrections. Slope lines together with potential emission sources, and other surface features are located by DGPS and processed by Path Finder Office in order to improve accuracy by data from the nearest reference stations of the CZEPOS in the Czech Republic. The satellite images and aerial images are put through geometric and optical corrections in ERDAS Imagine.

The local meteorological stations assist in estimating of the meteorological conditions: wind velocity, wind direction, temperature, and atmospheric pressure. In case of meteorological data, after the correction and filtering, the selected ranges of data series from meteorological stations are imported into the geodatabase data model.

The key unit is represented by the GIS (ESRI-ArcGIS) and its tools for construction of the DTM, management of the 3D domain for data from numerical simulations, exploratory spatial data analysis (ESDA), and spatial interpolations. The links between the GIS and software tools for dispersion modeling, modeling of flowfields in the framework of case oriented studies, environmental statistics, and existing digital map sources are on the left side. The data exchange is provided by sharing files or functionality in the framework of ArcObjects programming library that represent development tools in ArcGIS and other ESRI's software tools. The output modules form visualization tools for display of map layers and animation of 3D scenes, printing tools for creating thematic map layers and spatio-temporal analysis outputs, case oriented tools for support of the decision-making processes in risk assessment, and tools for saving of the whole project. In addition to the local processing, the sharing data and functionality enables implementation of the geodatabase data model in the framework of a relational database management system (RDBMS) extended by ESRI's spatial database engine.

As an example, the satellite image from Landsat 7 ETM+ in Figure 2 illustrates a true color composite combining the bands 1-2-3. The area of interest is marked and visible such as the light-colored site. A better overview is given by a pseudocolor composite with the bands 2-3-4 in Figure 3. Using of the near-infrared band 4 enables mapping of land degradation features related to soil erosion such as surface mines in a more appropriate way. It can support methods of supervised and unsupervised classification.
The geodatabase data model includes spatial data for the DTM creation. In order to display the surface in a more realistic way, the DTM can be draped by the aerial images and other thematic map layers. While the DTM represents the spatial data, the time series of meteorological measurements are included into temporal data. The link between meteorological measurements and locations of meteorological stations is established by relationship classes. The DTM and meteorological data are complemented by data about emission sources. All the data are used for setting of dispersion models that are solved by standalone software applications included in the AERMOD View package. The simulation results are backward imported into the geodatabase data model. As examples, the data processing in ArcCatalog and in ArcScene is in Figure 4 and in Figure 5.

The final DTM complemented by the thematic layers focused on the dust dispersion is shown in Figure 6. The aerial images in the background are draped on the DTM in order to provide a more realistic view of the dust transport over the surface mine and the neighboring residential zone. The bottom layer illustrates the dust transport with the estimated predominant wind direction. In addition to visualization in the ArcGIS environment, Figure 7 shows, as an example, the PM\textsubscript{10} dispersion from the surface emission sources in the GoogleEarth over the aerial images. The simulation results were also exported directly into this mapping application from the AERMOD View. A view on the dust dispersion from a temporary coal storage place in Figure 6 is also exported in the Google Earth in Figure 8.

3.2. Discussion

There are a number of ways the spatio-temporal data focused on fluid modeling can be managed and several different reasons for doing so. Historically, the fluid modeling tools were often represented by standalone software packages that required predefined input data structures and generated specific data outputs. Thus, the simple manual file exchange and data correction between the environmental modeling system and the GIS were widely used for sharing both the temporal and spatial data. In order to simplify these steps, the widely used U.S. EPA models based on FORTRAN programs and their input/output data structures were integrated into the software systems that are user friendly and can also particularly manage spatial data. For example, it is a case of the next generation air dispersion modeling system that consists of a few components - AERMOD (atmospheric dispersion model), AERMET (meteorological data preprocessor) and AERMAP (terrain preprocessor) [21].
Figure 2. A true color composite combining the bands 1-2-3 of the satellite Landsat 7 ETM+ (captured in May, 2000). The surface mining areas are visible such as the light-colored site.

Figure 3. A pseudocolor composite combining the bands 2-3-4 of the satellite Landsat 7 ETM+ (captured in May, 2000). The near-infrared band 4 (760–900 nm) enables a better mapping of land degradation features. The area of interest, the surface coal mine, is marked by rectangle.
Figure 4. Display of the map layers extended by wind roses in the ArcCatalog environment. The main structure of the geodatabase data model is on the left.

Figure 5. Visualization of the simulation outputs in the ArcScene environment.
Figure 6. A view on the dust dispersion from a temporary coal storage place. The upper part shows the site and the detailed view on the calculation grid for dust concentrations. The bottom part includes spatial interpolations based on relative data attached to the grid from a numerical modeling standalone system.
Figure 7. Display of the dust dispersion from emission sources (solved with the AERMOD View and exported as a map layer into the GoogleEarth).

Figure 8. Display of the dust dispersion from a temporary coal storage place (pre-processed in the ArcGIS and exported as a map layer into the GoogleEarth).
Similarly, many case oriented simulation tools for emission estimates and dispersion modeling were developed to help manage and optimize air pollution by PM$_{10}$ [22] [23] [24] [25] and other air pollutants [26] [27]. It also documents modeling outputs from AERMOD View exported into GIS in Figure 5 and into Google Earth in Figure 7.

The next level integration of spatio-temporal data for fluid modeling can be represented by building of spatio-temporal models in GIS with support of spatial database tools such as ESRI’s geodatabase [28] [29] [30]. It involves linking geospatial data describing the physical environment with fluid process models describing how air pollutants moves through the environment. Measured time series of meteorological variables such as the wind velocity and wind direction are needed to set numerical models. Besides sharing the GIS functionality, geodatabase data models provide a robust environment for integrating geospatial and time series data for air resources with simulation models for fluid processes. By building interface tools for accessing geodatabase data, an efficient way was developed to link process models with GIS. It demonstrates modeling outputs in Figure 6 and their display in Google Earth in Figure 8.

In terms of the GIS, the highest level of integration is full implementation of the model solvers into GISs besides object data models. Thus, the model solvers can also use full functionality of data management tools, spatial analytical functions and visualization methods. In spite of that it is the most efficient way of processing spatio-temporal data, transfer of the source codes into the GIS programming environment will approximately take a few years. In case of presented examples focused on dispersion modeling from a dominant emission source, the U.S. EPA models such as ISCST3, ISC-PRIME or AERMOD need to be implemented in the ESRI’s GIS modules such as ArcMap, ArcScene and ArcGlobe or developed as the standalone applications based on ESRI’s ArcObjects programming library. Similarly, in case of solving the fluid models based on Navier-Stokes equations, there is need to re-program and debug all the time consuming numerical calculations in the GIS programming environment.

In this paper, two scenarios were tested to demonstrate capabilities of ESRI’s ArcGIS in fluid modeling. In case of using the U.S. EPA models implemented in the AERMOD View, the object data model in geodatabase assisted in management of PM$_{10}$ dispersion modeling inputs/outputs. The emission sources included the temporary storage site as the main emission source and emission sources caused by mining operations and transport. The higher concentrations above 50 µg/m$^3$ were observed only in the short distance from the emission sources. The simulated concentrations and observed data
were highly variable in dependence on meteorological conditions and mining activities. In case of using the standalone numerical models based on Navier-Stokes equations, only one dominant emission source, the temporary storage site, was selected to explore wind flows over the surface and transport of the dust particles.

In both cases, the wind direction and velocity were estimated by processing data from meteorological stations. While the tested U.S. EPA models simulated short-term concentration values from multiple emission sources on specified grid locations, the model based on Navier-Stokes equations [31] included the influence of one dominant emission source, the temporary storage site, explored in the 3D grid concentration layers. In order to display the concentration fields, spatial interpolations by ordinary kriging assisted in creating final inputs for the 3D visualization.

4. Conclusion

The presented case studies focused on the integration of spatial data and the outputs/inputs of dispersion modeling demonstrate more complex tools for the risk assessment of the dust transport over a surface coal mining area. Compared with some previously published dust transport studies [23] [24], sharing of the spatial data based on surface laser scanning together with the wind flow fields can result in a more detailed view of the processes of wind erosion. The processes depend strongly on local wind flow characteristics that are affected by terrain geometry. In case of this studied area and the temporary coal storage site in particular, the prediction of the wind flows over stockpiles represents a key stage in the assessment of potential erosion that causes significant environmental impacts. Integration of the dispersion modeling in the GIS environment allowed more complex insights into the studied processes. Thus, other similar studies will be carried out for the testing of both man-made barriers as well as different flow conditions, in order to minimize the dust emission and deposition in the neighboring residential zones.

5. Recommendation and Perspectives

Additional research is needed to acquire further understanding of fluid processes in living environment. But, developing of the acceptable and efficient decision–making approaches will require using of more complex modeling tools, which are able to manage a wide range of spatio-temporal data captured by new generation of sensors and presented to a wider research community [32]. Thus, the GIS has been tested and presented as a candidate to support fluid
modeling together with spatio-temporal data management, spatial analysis and visualization.

Spatio-temporal modeling has been carried out by conducting field studies at the Nove Sedlo mine in the Czech Republic. The next research is going to be focused on implementation of the simulation results into the decision-making processes in order to minimize deposition in the neighbor residential zones.
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APPENDIX - LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>two-dimension space</td>
<td></td>
</tr>
<tr>
<td>3D</td>
<td>three-dimension space</td>
<td></td>
</tr>
<tr>
<td>AERMAP</td>
<td>atmospheric dispersion modeling terrain preprocessor</td>
<td></td>
</tr>
<tr>
<td>AERMET</td>
<td>atmospheric dispersion modeling meteorological data preprocessor</td>
<td></td>
</tr>
<tr>
<td>AERMOD</td>
<td>atmospheric dispersion modeling</td>
<td></td>
</tr>
<tr>
<td>CZEPOS</td>
<td>multipurpose positioning system for the Czech Republic</td>
<td></td>
</tr>
<tr>
<td>DGPS</td>
<td>differential global positioning system</td>
<td></td>
</tr>
<tr>
<td>DTM</td>
<td>digital terrain model</td>
<td></td>
</tr>
<tr>
<td>ESDA</td>
<td>exploratory spatial data analysis</td>
<td></td>
</tr>
<tr>
<td>ETM+</td>
<td>enhanced thematic mapper</td>
<td></td>
</tr>
<tr>
<td>CAD</td>
<td>computer-aided design</td>
<td></td>
</tr>
<tr>
<td>ESRI</td>
<td>Environmental Systems Research Institute</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIS</td>
<td>geographic information system</td>
</tr>
<tr>
<td>GPS</td>
<td>global positioning system</td>
</tr>
<tr>
<td>HDS</td>
<td>high-definition surveying</td>
</tr>
<tr>
<td>IS CST3</td>
<td>industrial source complex - short term model</td>
</tr>
<tr>
<td>Lidar</td>
<td>light detection and ranging</td>
</tr>
<tr>
<td>NAVSTAR</td>
<td>navigation signal timing and ranging</td>
</tr>
<tr>
<td>RAMMET</td>
<td>meteorological preprocessor program</td>
</tr>
<tr>
<td>PRIME</td>
<td>plume rise model enhancements</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds averaged Navier-Stokes</td>
</tr>
<tr>
<td>RDBMS</td>
<td>relational database management system</td>
</tr>
<tr>
<td>TIN</td>
<td>triangulated irregular network</td>
</tr>
<tr>
<td>U.S. EPA</td>
<td>United States Environmental Protection Agency</td>
</tr>
<tr>
<td>WR PLOT</td>
<td>wind rose plots for meteorological data</td>
</tr>
</tbody>
</table>
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Water distribution systems usually conduct good quality water, which is considered safe drinking water, to supply the population and thus satisfy its basic consumption needs. Water quality in the system depends on the quality level, which is normally controlled by the water treatment plant. Moreover, the possibility of elements surrounding the system entering the main itself (pathogen intrusion) can become an additional problem. This chapter describes the representation of pathogen intrusion in water distribution systems through experimental and numerical modeling in order to study one of the phenomena that cause drinking water contamination. Pathogen intrusion occurs when negative pressure conditions are achieved in the systems, allowing the entrance of water around a leak, causing a problem of water quality. The modeling process is based on experimental and computational procedures: an analysis of the behavior of intrusion considering hydrodynamic principles and transportation of pollutant is presented. In order to compare the results of the measurements and to visualize many other aspects, this case has been implemented in the CFD (Computational Fluid Dynamics) software FLUENT Inc. The computational model numerically solves the governing laws of Fluid Dynamics. These equations, taking into account turbulent phenomena, are solved in a geometric domain when a number of suitable boundary conditions are given. In CFD, the relevant magnitudes (velocity, pressure and concentration) are calculated in a discrete manner at the nodes of a certain mesh or grid and they are represented along the mesh. These computational models are especially useful when they have been validated, and we discuss the process for the calibration of both modeling techniques in this chapter. Through experimental and numerical models, we want to study steady state conditions of the leak and the subsequent mixture, entry and diffusion of the pollutant within the pipe to examine the phenomenon in detail and complement the experiences that will be developed in the laboratory. Computational Fluid Mechanics techniques become a powerful tool in this special problem to be used to obtain a deeper knowledge of the problem of pathogen intrusion into drinking water.

1. Introduction

Water quality is a technical term that is based upon the characteristics of water in relation to guideline values of what is suitable for human consumption and for all usual domestic purposes, including personal hygiene. Components of water quality include biological, chemical, and physical aspects that are habitually
controlled by the water treatment plant. Nevertheless, the main parameters of water quality can be altered. In this sense, contamination of drinking water due to exposure to biological and chemical pollutants is a major cause of illness and mortality. The possible entry of elements surrounding the main into the system (pathogen intrusion) can become an additional problem [8]. Contaminant intrusion into a water distribution network may be more frequent and of a greater importance than previously suspected [7].

Water quality and hydraulic performance in networks are linked by the intrusion, as leaks represent a potential influx of undesirable substances into the system [4]. The risk of water pollution is related to several factors. Kirmeyer et al. classified pathogen entry routes in 2001 that focused on the level of risk considering the causes resulting from the intrusion. The routes that have high risk were water treatment breakthrough, transitory contamination, cross connection and water main repair/break.

The aim of this contribution is to approach the problem of pollution occurring in water supply systems based on the pathogen intrusion, as previously stated. The modeling of the leakage from a hydraulic point of view can be done as an analysis of flow through an orifice [9] and remain valid in cases of overpressure and depression, which can favor the entrance of pollutants. The leakage flow depends on the differences in pressure, the resistant feature of the structural defect, the pipe material, and type of defect [12]. All these aspects have been considered in the making of the models, both physical and computational, referred to in this contribution.

1.1. The Pathogen Intrusion phenomenon

The physical integrity of pipes is the ability of the distribution system to act as a physical barrier that prevents external contamination from affecting the quality of the internal drinking water supply.

Studies have demonstrated that the soil surrounding buried pipe can be contaminated with fecal indicator micro-organisms and pathogens [5]. Besides contaminated soil, runoff from streets and agricultural land can contain high concentrations of microbiological and chemical contaminants [11], and this runoff can contaminate pipes during a main break, during the unprotected storage of replacement pipe materials, and even during pipe installation in the trench. Breaches in physical and hydraulic integrity can lead to the influx of contaminants across pipe walls, through breaks, and via cross connections. These external contamination events can act as a source of entrants: introducing
nutrients and sediments, or decreasing disinfectant concentrations within the
distribution system, thus resulting in a degradation of water quality.

The problem of external contaminant intrusion is more aggravated in
developing countries where the pollution sources come into contact with water
distribution systems and intermittent water supplies are prevalent [2], [14], [13].

Pathogen intrusion causes serious problems in the quality of the supplied water. Such problems lead to increased health risks as water becomes
contaminated with pathogens due to intrusion from surrounding foul water sources (e.g. sewers, ditches) through joints and cracks in the deteriorated water
distribution pipes. Thus, in developing countries the distribution network has
become a point at which contamination frequently reaches unacceptably high levels, posing a threat to public health [16], [1] [17].

The scheme shown in Figure 1 is going to be represented by physical and computational models in order to study this phenomenon. Those representations
are focused on developing the factors that are involved in this kind of pathogen intrusion. Then, the design of the prototype and the different models that have
been simulated in the process of intrusion are presented.

![Figure 1. Conditions for pathogen intrusion](image)

The development of accurate models considering aids in understanding the processes in any real system. This also applies to hydraulic models occurring in
water distribution networks [10]. The model has to be consistent; it requires a compromise between complexity and simplification.
2. Models for Pathogen Intrusion in Water Mains

According to the case being studied, the developed device is shown here, in order to create the prototype (Figure 2). First, as mentioned in the introduction, the pathogen intrusion requires three elemental components in order to affect drinking water quality in water distribution networks.

The first component that has to be represented is a defect in the main, which, in an ordinary operational situation, will generate a leak. In the prototype, this component will be represented by a circular orifice.

The second component that is represented by the prototype is contaminant flow. The exterior flux that could enter the main is conducted by a secondary tube that was kept at a constant level and a particular concentration in order to be distinguished from the potable flow.

And finally, the third component is a mechanism that is required in order to generate the inflow to the principal tube represented by a Venturi tube. The contaminated flow around the main tube will be injected with this element. In this case, the flux of the secondary tube is connected to the section representing the defect of the principal tube.

For the experimental model, a physical representation of the prototype was built in the laboratory simulating the leakage of the pipe with an orifice placed in the throat of the Venturi tube. Numerical modeling simulates the prototype in...
three dimensions, using a program based on Computational Fluid Dynamics (CFD), which displays the fields of hydrodynamic components.

Further, an analysis of the behavior of intrusion is presented considering the transportation of pollutant modeled through a conservative parameter, in this case water salinity.

Using both mathematical and physical models, it is intended to have better knowledge of quantities that cannot be measured, such as velocity fields, aspects of turbulence, pressure fields, and concentrations. Also, mixing processes related to external intrusion can be discovered. Through computational modeling, we seek to study conditions under steady state of the leak and the subsequent mixture, entry and diffusion of the pollutant within the pipe to see in detail the phenomenon that occurs and complement the experiments that will be developed in the laboratory.

2.1. The physical model

In order to represent the studied flows, and the intrusion phenomenon in stationary state, the first step to be considered here is a suitable assembly developed in the laboratory (Figure 3).

![Figure 3. Experimental model for the analysis of the flow into a Venturi tube](image)

In Figure 3, the description of the different elements contained within the model can be observed in order to represent the prototype. It is designed to calibrate the computational model with a completely controlled environment in which the measurements can be precise.

The depression has been represented by a Venturi tube in order to force the intrusion inside the main conduct. Thus, we can observe and model the entrance
of external flow into the principal flow [15]. Figure 4 shows the Venturi tube used to generate the depression. Due to this correlation between the fall in pressure on the zones with different diameters and the volume circulating through the conduit, we can introduce and control the external flow inside the main water flow.

Figure 4. Bernoulli’s principle employed in Venturi tube

Figure 5. Plane of the physical model

Measuring devices for flow and pressure parameters are described below and shown in Figure 5. The flowmeter is a rotary piston type for residential and commercial consumption applications and shows a nominal flow of 1500 l/h with a range from 15 to 3000 l/h.
There are three pressure transducers: two of them located upstream and downstream of the Venturi tube rectangular, and the third located on the throat of the Venturi tube. The pressure transducers can measure pressure from -40 up to 80 kPa. Intrusion flow was determined by a volumetric procedure. The volume of water coming into the system was counted throughout the time of physical simulation, thus giving the mean flow of intrusion.

Potable water is pumped by a centrifugal pump in a re-circulation system. The flow is conducted by a circular pipe 16 mm diameter. A valve is located at the entrance to the system. According to the power of the pump equipment and its maximum flow, the valve opens at different flows. As a result, nine series of seven tests are conducted. Figure 5 sets out the proposed pilot laboratory device.

The experiment has been designed to measure pressure and velocity at certain points. A suitable interface has been designed by means of LABVIEW. In Figure 6, a computer screen shot shows the points in the laboratory assembly where flow and pressure measurements were taken. The intrusion flow was taken in a volumetric way; in each one of the simulations, a specific time was established in order to obtain this intrusion flow.

**Figure 6. Design of control screen for the measurements in laboratory experiment**

### 2.2. Computational model

In order to compare the results of the measurements and to visualize many other aspects, this case has been implemented in FLUENT software. As already
indicated, the computational model numerically solves the governing laws of Fluid Dynamics. These equations, taking into account turbulent phenomena, are solved in a geometrical domain, given a number of suitable boundary conditions. In CFD, the relevant magnitudes (like velocity, pressure and temperature) are calculated in a discrete manner at the nodes of a certain mesh or grid and they are represented along the mesh.

The way to think about solving the problem is to consider the total flow that enters or leaves a cell through its boundaries. Continuity implies that the net flow through the boundary of an element is equal to the flow produced by the internal sources. In fact, an equation of balance for the property in as small a volume as desired is solved. However, instead of carrying out a discretization of the differential equation, the process is reversed; each point is associated with a mean value obtained by integrating the differential equation, instead of an approximate value of the property at the point.

FLUENT is a CFD code that uses a numerical method based on the discretization of the space by means of finite volumes [3], and it offers a number of CFD options for the steady state solution, which can be used in this case. Specifically, incompressible flow and steady state have been considered, together with water as the current fluid under turbulent regime.

The advantage of using these models resides in the fact that they are able to reproduce real problems of Fluid Mechanics to any degree of complexity. Furthermore, they are able to visualize hydrodynamic aspects impossible to measure or represent in a real case (i.e. stream lines) that have great importance in the comprehension of the studied phenomena.

The conservation equations solved by the code are those of mass and momentum. The continuity or mass conservation equation used in the hydrodynamic study of the present problem and solved by FLUENT is

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = S_m \]  

where \( \rho \) is the fluid density, \( \vec{v} \) is the velocity and \( S_m \) the mass source contained in the volume of control. For other geometries, suitable coordinates, namely spherical or cylindrical, should be used. Also, the momentum equation is given by the following expression:

\[ \frac{\partial (\rho \vec{v})}{\partial t} + \nabla \rho (\vec{v} \cdot \vec{v}) = -\nabla p + \nabla \cdot \tau + \rho \vec{g} + \vec{F} \]  

where \( p \) is the static pressure; \( \vec{g} \) and \( \vec{F} \) the gravitational and outer forces defined on the control volume, respectively; and \( \tau \) is the stress tensor defined...
by:

\[
\mathbf{T} = \mu \left[ (\nabla \mathbf{v} + (\nabla \mathbf{v})^T) - \frac{2}{3} \mathbf{I} \nabla \mathbf{v} \right]
\]

(3)

where \( \mu \) is the eddy viscosity, \( \mathbf{I} \) is the unit tensor and the third term accounts for the effect of the expansion of volume. The geometry being studied was constructed in AutoCAD® 2006 considering the sections where pressure was measured upstream and downstream in the physical prototype model, and the design was made considering the original scale geometry representing the model in three dimensions (Figure 7).

Figure 7. Control volume meshed in the computational model

The mesh was designed on Gambit 2.2.30. In this software, the volume control and the solid and liquid elements established the defining the computational domain and constructed by unstructured tetrahedral and hexahedral elements specially applied to complex and very large surface meshes (Figure 8).

Figure 8. Details of the interior generated mesh
Focusing on the conditions of this model, the RNG $k-\varepsilon$ turbulent model (semi-empirical model with a mathematical technique called renormalization group based on model transport equations for the turbulence kinetic energy and its dissipation rate) is the best option. The RNG model has an additional term in its equation that significantly improves the accuracy for rapidly strained flows. The effect of swirl on turbulence is included in the RNG model, enhancing accuracy for swirling flows. The RNG theory provides an analytical formula for turbulent Prandtl numbers, while the standard $k-\varepsilon$ model uses user specified, constant values. While the standard $k-\varepsilon$ model is a high-Reynolds-number model, the RNG theory provides an analytically-derived differential formula for effective viscosity that accounts for low Reynolds number effects. These features make the RNG $k-\varepsilon$ model more accurate and reliable for a wider class of flows than the standard $k-\varepsilon$. In this case, the values for the following constants are $C_{\mu}=0.0845; C_1=1.42$ and $C_2=1.68$.

In the FLUENT software, the boundary conditions shown in Figure 9 were defined. The model works with velocity inlet boundaries at the entry of the flow on principal and intrusion sections and a pressure outlet boundary on the final section of the main tube. The hydraulic diameter method and the turbulence intensity were considered for boundaries.

In order to improve the accuracy of the solution, second-order discretization was used for numerical method. The gradient option was modified from cell-based to node-based in order to optimize energy conservation; this option is more suitable for tri-element meshes [3]. One of the main advantages of numerical solvers is that computational models can provide a large amount of information for the magnitudes of interest (in this case pressures and velocities, but the code provides many others related to turbulence or other aspects of momentum, etc.) that cannot be measured with the apparatus arranged in real conditions.

![Figure 9. Boundary conditions for the hydrodynamic simulations (reverse angle)](image-url)
3. Analysis of Results

3.1. Validation of the numerical simulations for the hydrodynamic model

Table 1 shows the results obtained from the experimental simulation. In this table, we can observe the flows measured in the experiments inside the main tube (principal) and in the volumetric measurements related to the intruding flow. This is the information needed to establish the boundary conditions for the numerical model.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Principal</th>
<th>Intrusion</th>
<th>Simulation</th>
<th>Principal</th>
<th>Intrusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>341.7</td>
<td>45.4</td>
<td>6</td>
<td>2068.8</td>
<td>50.7</td>
</tr>
<tr>
<td>2</td>
<td>540.4</td>
<td>45.4</td>
<td>7</td>
<td>2316.7</td>
<td>53.2</td>
</tr>
<tr>
<td>3</td>
<td>1074.4</td>
<td>45.5</td>
<td>8</td>
<td>2548.6</td>
<td>55.9</td>
</tr>
<tr>
<td>4</td>
<td>1325.2</td>
<td>46.2</td>
<td>9</td>
<td>2857.1</td>
<td>60.1</td>
</tr>
<tr>
<td>5</td>
<td>1828.6</td>
<td>48.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the Venturi throat section, the pressures were negatives as expected in almost all nine different experiments for different flows. The graphical results provided by the CFD modeling are described in Figures 10 and 11.

Figure 10. Velocity fields for three representative cases of flow
Three representative simulations of flow have been described, as we have considered nine flow situations, but only three of them are shown: maximum, intermediate and minimum flow in the intrusion zone (experiments 1, 5 and 9 in the previous table). Maximum flow occurs after the intrusion section, this maximum velocity registering in the computational model at 13.42 m/s. In Figure 11, the pressure regime of these representative situations is shown.

![Figure 11. Pressure fields for three representative cases of flow](image)

Physical and computational results, after the computational model calibration, are shown in Figures 12 and 13.

![Figure 12. Velocity measurements vs. computational model predictions](image)
As can be seen, agreement of pressure and velocity values between measured and numerical results is satisfactorily achieved in these three representative flow situations. The error was established using the Nash-Sutcliffe efficiency (E), which is one of the most used criteria for hydrologic evaluation between simulated and observed variables [6]. It is defined as one minus the sum of the absolute squared differences between the predicted and observed values normalized by the variance of the observed values during the period under investigation:

$$E = 1 - \frac{\sum_{i=1}^{n}(O_i - P_i)^2}{\sum_{i=1}^{n}(O_i - \bar{O})^2}$$ (4)

with O observed and P predicted values. The range of E lies between 1.0 (perfect fit) and -\(\infty\). An efficiency of lower than zero indicates that the mean value of the observed would have been a better predictor than the model. In this case, we assess the velocity and pressure of both models in every section of measurement (Table 2). With respect to the velocity configuration that was evaluated in the intrusion and the final sections of the models, the results obtained were 0.988 of similitude from the intrusion section and 0.952 in the final section.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>E Upstream Venturi tube</th>
<th>E Throat Section Venturi tube</th>
<th>E downstream Venturi tube</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity</td>
<td>0.926</td>
<td>0.999</td>
<td>0.952</td>
</tr>
<tr>
<td>Pressure</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 14 presents the comparison between the velocities obtained in the intrusion region and in the final pressure condition from measurements and computational model. This is a representation of the agreement achieved in the predictions, affirmed by the great mathematical similitude between both results for the range of modeled main flows.

The pressure configuration was evaluated in the same way, in this case by considering the first section and the intrusion sections of the models. The results were 0.926 in the first section, and 0.999 in the intrusion section. All of these results present more than 92% similitude between the computational and experimental models. Thus, the predicted values were adequate for the representation of the experimental model.

Computational modeling is consistent with the physical prototype and adequate in the flow range considered. This conclusion leads us to consider the computational model as an entity that represents the velocity and pressure fields in detail at those points where measurements are not available or at points which require contrast.

3.2. Quality model

Based on the hydrodynamic model of the intrusion, some experiments to represent water quality in the intrusion mixture have been carried out. In this case, water quality will be represented by a conservative parameter, such as electrical conductivity. A small volume of water with a huge electrical conductivity is used to represent the pollutant intrusion.
Apart from continuity and momentum equations, FLUENT also predicts the local mass fraction of each species, $Y_i$, through the solution of a convection-diffusion equation for the $i^{th}$ species in order to solve a conservation equation for chemical species [3]. This conservation equation takes the following general form:

$$\frac{\partial}{\partial t} (\rho Y_i) + \nabla \cdot (\rho \mathbf{u} Y_i) = -\nabla \cdot \mathbf{J}_i + R_i + S_i$$

(5)

where $R_i$ is the net rate of production of species $i$ by chemical reaction and $S_i$ is the rate of creation by addition from the dispersed phase plus any user-defined sources. In turbulent flows, FLUENT computes the mass diffusion in the following form:

$$J_i = - \left( \rho D_{i,m} + \frac{R_i}{S_c} \right) \nabla Y_i$$

(6)

where $S_c$ is the effective Schmidt number for the turbulent flow (which varies with the turbulent viscosity, $\mu_t$, and the turbulent diffusivity), and $D_{i,m}$ the mass diffusion coefficient for species $i$ in the mixture. The input parameters in this case are reflected in Table 3.

Table 3. Input parameters on the numerical model

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Principal inlet boundary</th>
<th>Intrusion inlet boundary</th>
<th>Outlet boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mass flow (kg/s)</td>
<td>Mass flow (kg/s)</td>
<td>Velocity (m/s)</td>
</tr>
<tr>
<td>1</td>
<td>2.86E-05</td>
<td>1.59E-04</td>
<td>0.309</td>
</tr>
<tr>
<td>2</td>
<td>5.97E-05</td>
<td>8.36E-05</td>
<td>0.625</td>
</tr>
<tr>
<td>3</td>
<td>8.58E-05</td>
<td>1.15E-04</td>
<td>0.898</td>
</tr>
<tr>
<td>4</td>
<td>1.06E-04</td>
<td>3.59E-04</td>
<td>1.121</td>
</tr>
<tr>
<td>5</td>
<td>1.23E-04</td>
<td>3.78E-04</td>
<td>1.307</td>
</tr>
<tr>
<td>6</td>
<td>1.44E-04</td>
<td>3.66E-04</td>
<td>1.517</td>
</tr>
<tr>
<td>7</td>
<td>1.61E-04</td>
<td>3.66E-04</td>
<td>1.699</td>
</tr>
<tr>
<td>8</td>
<td>2.18E-04</td>
<td>3.01E-04</td>
<td>2.629</td>
</tr>
<tr>
<td>9</td>
<td>2.51E-04</td>
<td>3.64E-04</td>
<td>2.629</td>
</tr>
<tr>
<td>10</td>
<td>2.76E-04</td>
<td>3.71E-04</td>
<td>2.887</td>
</tr>
<tr>
<td>11</td>
<td>3.04E-04</td>
<td>3.80E-04</td>
<td>3.177</td>
</tr>
</tbody>
</table>

In this case, to specify boundary conditions, the inlet mass flow condition was established for the principal and intrusion entrances. This boundary condition defines both flow and density of water and also the pressure.

As a result, we present the mixture flow in which it is possible to observe a 6.10% maximum mass flow contaminant in the last section of the model. The configuration of the parameter of contaminant flow can be seen as follows (Figure 15).
Figure 15. Electrical conductivity configuration when the percent of max flux contaminated is 6.10% on the output of the model

To calibrate the transport model, some comparisons between the theoretical, (\( CE_R \) for the final measured mixed flow in expression 7), experimental and computational modeling have been made.

\[
CE_R = \frac{Q_P CE_P + Q_I CE_I}{Q_R}
\]  

(7)

where \( CE_R \) is the theoretical resultant electrical conductivity; \( Q_R \) is the total flow; \( Q_P \) and \( C_P \) are, respectively, the flow and electrical conductivity of the main flow in the pipe; and \( Q_I \) and \( C_I \) are, respectively, the flow and electrical conductivity in the intrusion flow.

The mean absolute error of the computational model when comparing the results of the theoretical and experimental study is 0.090 and 0.082. The certainty of the computational modeling is 91.0% and 91.8%. Again, in this case the agreement between the modeling predictions of the mixture concentration and the theoretical calculations was adequate.

In this case, the viscous model is still considered as the RNG k-\( \varepsilon \) turbulent model. The constants of turbulent model are the same values: \( C_\mu = 0.0845 \); \( C_1 = 1.42 \) and \( C_2 = 1.68 \). Moreover, the species model was used, specifying the species transport model without considering volumetric reactions. Properties for the mixture material were defined. First, mixture properties were defined in a template form, then they were set to account for the different flows. There were two different kinds of water to represent the two volumetric species. Both of
those species were used on the inlet boundaries; the difference between those flows was the electrical conductivity of the water. The physical property for the mixture material was the volume weighted mixing law for the conductivity; in this case it had to be defined for each of the fluid materials that comprise the mixture on the mass flow rate. The total mass fraction species was established for the intrusion inlet.

The computational model allows us to visualize the mixture region along the section of the tube in the conservative transport species as is here described. As can be observed in Figure 16, the agreement between the results in the computational predictions versus measurements again achieves an acceptable value.

![Graph showing electrical conductivity measured vs. predicted in the simulated flow range.](image)

Figure 16. Electrical conductivity measured vs. predicted in the simulated flow range

4. Conclusion

Contamination of drinking water due to exposure to biological and chemical pollutants is a very important cause of diseases. One of the causes of this sort of water pollution is external intrusion of pathogen agents though defects in the pipes. In this contribution, we have studied the phenomenon of external pathogen intrusion in water mains by means of simulation models.

We have developed two ways of solving the problem: by physical prototype and numerical computations with mathematical and physical models. We have attempted to achieve better knowledge of quantities that cannot be measured, such as velocity fields, aspects of turbulence, pressure fields, concentrations,
that are present in mixing processes when unusual situations occur in the system.

Through computational modeling, we seek to study conditions under steady state of the leak and the subsequent mixture, entry and diffusion of the pollutant within the pipe to see the phenomenon that occurs in detail and complement the experiments that will be carried out in the laboratory.

The numerical model complements the physical prototype. In the experiments designed in the laboratory, the magnitudes are only monitored at the points at which we have measurements of volume or pressure, whereas in the computational model, we can obtain values of pressure or velocity at all the points considered in the mesh. Therefore, the knowledge of the phenomena obtained by means of mathematical models is much more complete, as long as the values calculated and measured at the same points are reasonably contrasted.
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Appendix - list of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_µ, C_1, C_2</td>
<td>numerical constants</td>
<td></td>
</tr>
<tr>
<td>CE_R, CE_R, CE_i</td>
<td>electrical conductivities</td>
<td>[L^2·M·T^{-3}·I^{-2}]</td>
</tr>
<tr>
<td>D_{i,m}</td>
<td>mass diffusion coefficient in a mixture</td>
<td>[L^2·T^{-1}]</td>
</tr>
<tr>
<td>E</td>
<td>Nash-Sutcliffe efficiency</td>
<td></td>
</tr>
<tr>
<td>\vec{F}</td>
<td>force vector</td>
<td>[M·L·T^{-2}]</td>
</tr>
<tr>
<td>I</td>
<td>unit tensor</td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>mass flux; diffusion flux</td>
<td>[M·L^{-2}·T^{-1}]</td>
</tr>
<tr>
<td>O_i</td>
<td>observed values</td>
<td></td>
</tr>
</tbody>
</table>
The table and references from the document are as follows:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{O}$</td>
<td>mean of observed values</td>
</tr>
<tr>
<td>$P_i$</td>
<td>predicted values</td>
</tr>
<tr>
<td>$Q_{i1}, Q_{2r}, Q_{3r}$</td>
<td>flows $[L^3T^{-1}]$</td>
</tr>
<tr>
<td>$R_i$</td>
<td>net rate of production of species by chemical reaction $[M L^{-3} T^{-1}]$</td>
</tr>
<tr>
<td>$Sc_i$</td>
<td>turbulent Schmidt number</td>
</tr>
<tr>
<td>$S_i$</td>
<td>rate of species creation $[M L^{-3} T^{-1}]$</td>
</tr>
<tr>
<td>$Sm$</td>
<td>mass source $[M L^{-3} T^{-1}]$</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature $[K]$</td>
</tr>
<tr>
<td>$Y$</td>
<td>mass fraction</td>
</tr>
<tr>
<td>$\ddot{g}$</td>
<td>gravitational acceleration $[L T^{-2}]$</td>
</tr>
<tr>
<td>$p$</td>
<td>static pressure $[M L^{-1} T^{-2}]$</td>
</tr>
<tr>
<td>$t$</td>
<td>time $[T]$</td>
</tr>
<tr>
<td>$\bar{v}$</td>
<td>overall velocity vector $[L T^{-1}]$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>eddy viscosity $[M L^{-1} T^{-1}]$</td>
</tr>
<tr>
<td>$\mu_t$</td>
<td>turbulent viscosity $[M L^{-1} T^{-1}]$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density $[M L^{-3}]$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>stress tensor $[M L^{-2}]$</td>
</tr>
<tr>
<td>$\infty$</td>
<td>infinitum</td>
</tr>
</tbody>
</table>
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NUMERICAL SIMULATION OF MASS EXCHANGE PROCESSES IN A DEAD ZONE OF A RIVER
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The presence of dead zones in streams and rivers significantly affects the characteristics of mass transport. In a river, dead zones can be due to geometrical irregularities in the riverbanks and riverbed and/or to spur dikes and groyne fields. Dead zones produce a difference between the concentration curves measured and modeled by the classical 1D advection-diffusion equation with sharper front and longer tails. In a dead zone, the mean flow velocity in the main stream direction is essentially zero and the main transport mechanism is transverse turbulent diffusion which controls the exchange processes of solutes with the main stream. This Chapter presents the results of 3D steady-state and time-variable numerical simulations carried out with Multiphysics 3.5™ in a rectangular channel with a lateral square cavity representing a dead zone. This geometry was previously experimentally studied by Muto et al. [18] [19]. The exchange coefficient between the main flow and the dead zones was calculated both from the transverse velocity data along the dead zone-main channel interface and from the temporal decay of the concentration of a tracer that was homogeneously injected in the dead zone.

1. Introduction

Solute transport in streams and rivers is strongly related to river characteristics, such as mean flow velocity, velocity distribution, secondary currents and turbulence features. These parameters are mainly determined by the river morphology and the discharge conditions. Most natural channels are characterized by relevant diversity of morphological conditions. In natural channels, changing river width, curvature, bed form, bed material and vegetation are the reason for this diversity. In rivers which are regulated by man-made constructions, such as spur dikes, groins, stabilized bed and so on, the morphological diversity is often less pronounced and, thus, flow velocities are more homogeneous. In natural channels, some of these morphological irregularities, such as small cavities existing in sand or gravel beds, side arms and embayments, can produce recirculating flows which occur on different scales on both the riverbanks and the riverbed. These irregularities act as dead zones for the current flowing in the main stream direction. In regulated rivers,
Groyne fields are the most important sort of dead zones. Groyne fields can cover large parts of the river significantly affecting its flow field. Dead-water zones or dead zones can be defined as geometrical irregularities existing at the river periphery, within which the mean flow velocity in the main stream direction is approximately equal to zero [33]. Dead zones significantly modify velocity profiles in the main channel as well affect dispersive mass transport within the river. Thus, in recent years exchange processes between the main stream and its dead zones were increasingly studied, mostly using experimental laboratory and field works [3] [6] [10] [11] [13] [14] [18] [19] [25] [26] [28] [32] [33] [36] [37]. Also, computational methods were recently carried out to investigate hydrodynamics in channels with dead zones [6] [8] [9] [15] [16] [27] [35] [36].

The objective of this Chapter is to present the preliminary results of a numerical study undertaken to investigate the fundamental flow phenomena around and inside a simplified geometry, representative of flow in natural rivers with dead zones. Also, the exchange coefficient between the main flow and the dead zones was evaluated. For the present study, 3D steady-state and time-variable numerical simulations were performed with Multiphysics 3.5™, which is a commercial modeling environment, in a rectangular channel with a lateral square cavity representing a dead zone. This geometry was previously experimentally studied by Muto et al. [18] [19].

2. Literature Review

2.1. Dead zone effect on mass transport in rivers. The Dead-Zone-Model

Following a tracer cloud from the source until it is spread over the entire river cross-section, three stages of mixing can be distinguished [21]. In the near-field mixing is dominated by buoyancy and momentum forces that are determined by the effluent, so transport phenomena must be considered as 3D problems. In the mid-field, the tracer mass is already mixed over the river depth, so transport phenomena can be treated as depth-averaged 2D problems. The sum of the above mixing zone is also termed as advective length. In the far-field, the tracer mass is well-mixed over the entire river cross-section, so transport phenomena are often as cross-sectional 1D problems. Also, in the far-field the skewness of the tracer distribution in the longitudinal direction slowly vanishes. Therefore, in the far-field, solute transport is usually analyzed by using the classical 1D advection-diffusion equation (ADE), where the main problem is to apply a reasonable value of the longitudinal dispersion coefficient [7] [21]. However, many field studies demonstrated that the ADE predictions often are in
disagreement with the observed tracer concentrations from instantaneous spills. Two discrepancies were observed [36]. First, tracer concentration curve shows a sharp front and a long tailing. Second, in natural channels, the travel time of the solute is always somewhat smaller than the average velocity of the river. This can be explained by the exchange processes between the main flow in the channel and the dead-water zones existing at its periphery [29]. In natural channels, dead zones can be formed by sand or gravel banks, side cavities, small pockets at the river bed or any other irregularity in the morphology both at the riverbanks and at the riverbed, whereas in regulated rivers, spur dikes and groin fields are typical dead zones. Due to momentum exchange across the interface with the main channel, flow patterns inside the dead zones are characterized by recirculating flows which occur on different scales and exhibit flow velocity in the main stream direction close to zero. Therefore, the most important effect of dead zones on mass transport in rivers is the storage of some amount of the contaminants or nutrients being transported by the main stream inside the dead zones, i.e. some mass of solutes are first trapped in the dead zones and only later, after an average storage time $T_{DZ}$, are released back into the main flow.

The storage time depends on the strength of the exchange processes occurring between the main stream and the dead zones, which are due mostly to turbulent mixing in the lateral or in the vertical direction, if the dead zone is at the riverbanks or at the riverbed, respectively [18] [19] [36].

As discussed below in details, the flow structure in a dead zone consists of a mixing layer, a primary eddy and a core region within this eddy. Depending on the dead zone aspect ratio a smaller corner eddy may exist. Turbulent mixing around a dead zone is mostly governed by two-dimensional coherent structures in the mixing layer between the dead zone and the main channel, even if other mechanisms and 3D structures are believed to be also involved [3] [10] [14].

The effect of these exchange processes on the transport of solutes in a river with dead zones can be quantified considering the average transport velocity of solutes, defined as the velocity of the center of mass of the tracer cloud, and the strength of the longitudinal dispersion process, which describes the rate of stretching of the tracer cloud [36].

In a channel without dead zones, the average transport velocity of a tracer cloud that is completely mixed over the river cross-section equals the mean flow velocity. If dead zones are present, the part of the tracer cloud trapped in the dead zones is retarded compared to the part of tracer cloud travelling in the main stream with the mean flow velocity. In this case, the transport velocity of the tracer cloud is lower than the average flow velocity. Also, dead zones produce
an increased stretching of a passing tracer cloud, which means that the longitudinal dispersion is enhanced. This results in a tail of the contaminants cloud longer than that predicted by the 1D advection-diffusion equation [5] [30] and the length of the tail depends on the exchange between the main flow and the dead zones. This could be explained by two processes [36]. First, dead zones modify the transverse profile of flow velocity in the main channel and increase lateral turbulent mixing, which are the determining parameters for longitudinal dispersion (Fig.1). It is well known that transverse mixing is important in determining the rate of longitudinal mixing because it tends to control the exchange between regions of different longitudinal velocity. Particularly, transverse mixing and longitudinal mixing are inversely proportional. A strong transverse mixing tends to erase the effect of differential longitudinal advection and pollutants particles migrate across the velocity profile so fast that they essentially all move at the mean speed of the flow, causing only a weak longitudinal spreading. On the other hand, a weak transverse mixing implies a long time for differential advection to take effect, so the pollutants patch is highly distorted while it diffuses moderately in the transverse direction and longitudinal mixing is large [4]. Second, tracer cloud is stretched because solute parcels are trapped within the dead zones and only later released back into the main channel. Both processes result in an enhanced longitudinal dispersion, which leads to lower peak levels of tracer concentration but to a longer period during which critical values could be exceeded. Finally, these processes are strongly related to the geomorphological conditions of the dead zones.

Figure 1. Transverse turbulent diffusivity profile in a river with a dead zone
Therefore, models accounting for the dead zones effects were proposed to be applied in rivers where there is a relevant amount of dead zones. The basic idea of the dead-zone model (DZM) is to distinct two zones within the cross-section of a river, the main stream and the dead-zone. In the main stream the mass transport is governed by advection in the longitudinal direction, longitudinal shear due to the velocity distribution and transverse turbulent diffusion. Thus, in the main stream transport processes can be modeled under well mixed conditions using 1D advection-diffusion equation. In the dead zone, since velocity in the main stream direction is close to zero, transverse turbulent diffusion across the interface between the dead zone and the main stream is the dominant mechanism, which leads to momentum and mass exchange processes. Assuming that in the dead zone the solute concentration is uniform, mass exchange between the dead zone and the main stream is proportional to the difference of the averaged concentration in the dead zone and in the main channel. To set up the DZM, conservation of mass for the main stream and the dead-zone has to be considered, that is [5] [36] [37]:

\[ \frac{\partial C_{MS}}{\partial t} = -U \frac{\partial C_{MS}}{\partial x} + D_L \frac{\partial^2 C_{MS}}{\partial x^2} + \frac{h_E E}{h_{MS} B} (C_{DZ} - C_{MS}) \] (1a)

\[ \frac{\partial C_{DZ}}{\partial t} = -\frac{h_E E}{h_{DZ} W} (C_{DZ} - C_{MS}) \] (2a)

where \( C_{MS} \) and \( C_{DZ} \) are the solute concentration in the main stream and in the dead zone, respectively, \( U \) is average flow velocity, \( D_L \) is longitudinal dispersion coefficient, \( B \) and \( W \) are channel width and dead zone width, respectively, \( h_{MS}, h_{DZ} \) and \( h_E \) are the water depths in the main stream, in the dead zone and at their interface, respectively, and \( E \) is the exchange velocity across this interface (Fig.1). Usually, the ratios \( h_E E/h_{MS} B \) and \( h_E E/h_{DZ} W \) are called exchange coefficients \( K_{MS} \) and \( K_{DZ} \) and the above equations yield:

\[ \frac{\partial C_{MS}}{\partial t} = -U \frac{\partial C_{MS}}{\partial x} + D_L \frac{\partial^2 C_{MS}}{\partial x^2} + K_{MS} (C_{DZ} - C_{MS}) \] (1b)

\[ \frac{\partial C_{DZ}}{\partial t} = -K_{DZ} (C_{DZ} - C_{MS}) \] (2b)

As previously noted, one important parameter of the dead zone is its average storage time \( T_{DZ} \), which could be approximated by calculating the time needed to completely change the water volume in the dead zone. Thus, \( T_{DZ} \) could be obtained dividing the dead zone volume by the exchange velocity and
the interface area, if \( L \) is the dead zone length, as \([36]\):

\[
T_{DZ} = \frac{W L h_{DZ}}{E L h_E} = \frac{1}{K_{DZ}}
\]

which demonstrates that \( T_{DZ} \) and \( K_{DZ} \) are reciprocal, i.e. higher exchange coefficients correspond to lower retention time inside the dead zone. Notably, if the concentration in the main stream is zero, Eq. (2b) corresponds to first-order decay law. Thus, for an instantaneous and homogeneous mass release into the dead zone, the change of concentration inside the dead zone is described by:

\[
C_{DZ}(t) = C_0 \exp(-K_{DZ} t) = C_0 \exp(-t/T_{DZ})
\]

where \( C_0 \) is the initial concentration in the dead zone. Eq. (4) confirms that the exchange coefficient \( K_{DZ} \) represents the slope of the decay process occurring inside the dead zone. Usually, \( K_{DZ} \) is normalized with the mean velocity in the mean stream and the width of the dead zone giving a dimensionless exchange coefficient \([30]\):

\[
k_{DZ} = \frac{K_{DZ} W}{U}
\]

Note that if the water depth at the interface and in the dead zone are equal, i.e. \( h_E = h_{DZ} \), the exchange coefficient \( K_{DZ} \) becomes:

\[
K_{DZ} = \frac{E}{W}
\]

and \( k_{DZ} \) is the ratio between the exchange velocity and the main stream velocity:

\[
k_{DZ} = \frac{E}{U}
\]

Typical values of \( k_{DZ} \) parameter are in the range from 0.012 to 0.05 \([1]\) \([19]\) \([29]\) \([32]\) \([34]\) \([36]\). Dimensional analysis leads to conclude that dimensionless exchange coefficient \( k_{DZ} \) has the form \([36]\):

\[
k_{DZ} = f\left(\frac{Re, Fr, Pe, k_r, h_{DZ}}{h_{MS}, h_{MS}, h_{MS}, W/L, \alpha, S}\right)
\]

where \( Re, Fr \) and \( Pe \) are Reynolds, Froude and Peclet number, respectively, \( k_r \) is bed roughness and \( \alpha \) and \( S \) are the inclination to the main flow direction and the shape of the dead zone. However, under typical turbulent flow and low Froude number conditions, a major influence on the mass exchange is given by the
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aspect ratio of the dead zone $W/L$ and by the inclination angle. This leads to discard most of the parameters involved in eq. (7a), which yields:

$$ k_{DZ} = f\left(\frac{W}{L}, \alpha\right) $$

(7b)

Previous experimental studies demonstrated that the dimensionless exchange coefficient $k_{DZ}$ decreased with the increasing aspect ratio $W/L$ of the dead zone [18] [19] [26] [33] [36].

As above outlined, another important parameter in the DZM is the average transport velocity of solutes $U_S$, which is usually lower than the average flow velocity $U$ [36]. In the DZM, $U_S$ can be derived by a weighted average:

$$ U_S = \frac{M_{MS} U + M_{DZ} U_{DZ}}{M_{MS} + M_{DZ}} $$

(8a)

where $M_{MS}$ and $M_{DZ}$ are the solute mass in the main stream and in the dead zone, respectively, and $U_{DZ}$ is the velocity in the dead zone, which is zero. The masses can be replaced by the concentrations by volumes per unit length and eq. (8a) yields [36]:

$$ U_S = \frac{h_{MS} B C_{MS} U}{h_{MS} B C_{MS} + h_{DZ} W C_{DZ}} = \frac{U}{1 + \frac{h_{DZ} W C_{DZ}}{h_{MS} B C_{MS}}} $$

(8b)

which demonstrates that the transport velocity of a solute in the far-field is determined by the ratios between the cross-sectional areas and the concentrations in the dead zone and in the main stream. Assuming that the concentrations are equal, i.e. $C_{MS} = C_{DZ}$, eq. (8b) yields:

$$ U_S = \frac{U}{1 + \frac{h_{DZ} W}{h_{MS} B \beta}} $$

(8c)

where the ratio between the cross-sectional areas is termed dead zone parameter $\beta$ [31].

2.2. Flow patterns in a dead zone

Literature studies have already pointed out some typical patterns of flow structure around and inside a dead zone which are depending on the aspect ratio $W/L$ [1] [3] [10] [11] [19] [25] [26]. The flow inside a dead zone is a type of shear-driven cavity flow [22] [23], where the flow separates at the upstream
corner of the cavity and forms a wake, like behind a backward facing step, in the lee of the upstream end of the cavity. In turbulent flow, the wake may be bounded by a plane mixing layer (ML), which is the shear flow formed in the region between two co-flowing streams of different velocities [20]. Due to the velocity difference, this region is characterized by a strong inflection in the mean velocity profile which gives rise to hydrodynamic instability processes resulting in the development of the mixing layer. Large scale turbulent structures with the vorticity aligned with the main flow vorticity are continuously fed from the main flow. These structures determine a turbulence length scale in the order of the width of the mixing layer, which develops in a self-preserving way with a constant spreading rate, depending only on the relative velocity difference across the mixing layer [2]. Depending on the dead zone aspect ratio, this wake may entirely fill the dead zone as a primary eddy, but for low aspect ratio, secondary or more eddies start to develop. All those eddies are mainly driven by the main stream flow.

Figure 2 presents typical flow patterns in a dead zone at different aspect ratio. Particularly, if the aspect ratio $W/L$ is in the range from 0.5 to 1.5 only the primary recirculating eddy is present inside the dead zone and it covers almost the complete area of the dead zone. If $W/L<0.5$, a second eddy develops in the upstream corner of the dead zone. This secondary gyre has no direct contact with the main stream so it is driven by momentum exchange with the primary eddy. Thus, flow velocity in this area is quite slow. With even smaller aspect ratio, that is $W/L<0.2$, the two eddies remain but the main flow starts to
penetrate into the dead zone \([25]\). On the other hand, if \(W/L>1.5\), a second eddy develops behind the primary in transverse direction to the main stream.

Experimental observations with Particle Image Velocimetry (PIV), Laser Induced Fluorescence (LIF) and dye methods of flow dynamics confirmed that large-scale coherent structures were generated at the head of the upstream wall of the dead zone and were growing as they were advected within the mixing layer governing mass exchange across the interface between the dead zone and the main stream \([10]\) \([26]\) \([34]\). Since a river can be considered to have shallow flow, that is horizontal length scale dominates on vertical length scale, these coherent structures are expected to be mainly two-dimensional. However, some experimental studies pointed out that the exchange process is not uniform over the water depth and the exchange rate increases towards the water surface \([3]\) \([33]\), whereas intermittent vertical structures were observed \([10]\). Recent experimental studies addressed the role in the exchange process of Kelvin-Helmholtz instabilities occurring at the dead zone-main stream interface \([3]\).

Coming back to the dimensionless exchange coefficient \(k_{DZ}\), it was recognized in some laboratory experimental works that in dead zone with \(W/L<0.5\) the exchange between the dead zone and the main stream was a two stage process, where two different time scales could be observed \([1]\) \([6]\) \([10]\) \([26]\). Some authors ascribed this two stage structure to an initial, fast exchange between the primary eddy and the main stream followed by an exchange between the primary eddy and the smaller, secondary eddy in the upstream corner of the dead zone \([1]\) \([26]\). Other authors suggested a model with a fast exchange for the mixing layer and a slower exchange between the primary eddy and its relatively standing core \([6]\) \([10]\).

### 2.3. Computational fluid dynamics (CFD) studies

Both 2D depth averaged and 3D large-eddy simulation (LES) of the flow past array of submerged and emerged groynes were recently reported in the literature \([16]\) \([27]\). 2D simulations were more successful for the emerged case when the flow exhibited less three dimensionality. 3D simulations demonstrated that despite that the flow inside the main recirculating eddy in the groyne can be characterized as 2D dimensional, the flow in the mixing layer region was not uniform over the depth \([16]\). Numerical simulation of solute exchange in a similar geometry demonstrated that the process was lower close to the bottom boundary \([15]\). These numerical results confirmed the above experimental observations \([3]\) \([33]\). Also, LES simulation \([15]\) confirmed that the mass exchange was characterized by two different time scales, the first one faster and the second one slower, as above highlighted from experiments \([1]\) \([6]\) \([10]\) \([26]\).
Since the approach based on the Reynolds-averaged Navier-Stokes equations (RANS) is largely applied due to its ease in implementation, economy in computation and, most importantly, being able to obtain reasonable accurate solution with the available computer power, standard $k$-$\varepsilon$ model was recently applied to investigate flow patterns around and inside three 2D simplified geometries, representative of flow in natural rivers with dead zones [8]. Exchange rates between the main channel and the dead zone were calculated by using transverse velocity data at the interface according to eq. (5b) [8]. Also, a comparison among the performances of some turbulence models in the analysis of the exchange process in a 2D square dead zone was carried out [9].

2.4. Lagrangian particle tracking methods

The effect of a dead zone on solute transport was also investigated by using a 2D Lagrangian Particle Tracking method, which allowed to transfer the local results of laboratory experiments for a single dead zone into the global parameters of a 1D far field model for many dead zones [35] [36]. The method is based on a random walk approach. Under the assumptions of transport dominated by longitudinal shear and transverse diffusion, the movement of a cloud of discrete particles due to longitudinal advection and transverse diffusion was studied in a 2D domain. Advection from a known mean flow profile was superimposed on a random movement in transverse direction, representing turbulent diffusion. The characteristic transport parameters, such as dispersion coefficient, transport velocity and skewness coefficient, were calculated by analyzing the statistics of such a particle cloud at any position of the simulation. In addition to 1D informations, this method yielded concentration distributions in transverse direction, in order to describe near-field phenomena. The method demonstrated that in the presence of large dead water zones at the river banks, an equilibrium between longitudinal dispersion and transverse diffusion can be reached if the morphologic conditions do not change. The simulations resulted in a cross sectional averaged concentration distribution that converged asymptotically to a Gaussian distribution over the longitudinal coordinate. A comparison with field data showed that an agreement of the predicted dispersion coefficient was found within a factor of two [36].

3. Numerical Simulations

As above outlined, the exchange process between a dead zone and the main stream is mainly governed by 2D large-scale coherent structures. Also, the flow structure inside and around the dead zone may be considered as mainly 2D [18]
However, both experimental and numerical studies demonstrated that the flow in the mixing layer region and the exchange process are not uniform over the water depth [3] [16] [33]. Thus, 3D models should provide a better description of hydrodynamics and mass-transfer processes. These computational fluid dynamics (CFD) models are based on the mass conservation equation and the Navier-Stokes equations of motion. If the flow is turbulent, these equations must be averaged over a small time increment applying Reynolds decomposition, which results in the Reynolds-averaged Navier-Stokes equations (RANS). For an incompressible flow these equations are:

\[
\frac{\partial \rho}{\partial t} + \rho \nabla \cdot \mathbf{u} = \nabla \cdot \left( \frac{\mu}{\sigma_k} \nabla k \right) + \frac{1}{2} \mu_t \left( \nabla \mathbf{v} + \left( \nabla \mathbf{v} \right)^T \right) - \rho \epsilon \quad (9)
\]

\[
\frac{\partial \rho}{\partial t} + \rho \nabla \cdot \mathbf{v} = \nabla \cdot \left( \frac{\mu + \mu_t}{\sigma_\epsilon} \nabla \epsilon \right) + \frac{1}{2} C_{1\epsilon} \frac{\epsilon}{k} \mu_t \left( \nabla \mathbf{v} + \left( \nabla \mathbf{v} \right)^T \right) - \rho C_{2\epsilon} \frac{\rho^2}{k} \quad (10)
\]

where \( \rho \) and \( \mu \) are fluid density and viscosity, \( p \) is fluid pressure and \( u, v \) and \( w \) are velocity components in the \( x, y \) and \( z \) directions, respectively. The overbar indicates time-averaged quantities. The eddy kinematic viscosity \( v_t \) in eq. (10) in the above assumption of isotropic turbulence was estimated as:

\[
v_t = C_{\mu} \frac{k^2}{\epsilon} \quad (11)
\]

where \( k \) and \( \epsilon \) are turbulent kinetic energy per mass unit and its dissipation rate, respectively. These parameters were estimated by using the two-equations of standard \( k-\epsilon \) model [17]:

\[
\rho \frac{\partial k}{\partial t} + \rho \nabla \cdot \mathbf{v} \nabla k = \nabla \cdot \left[ \left( \frac{\mu + \mu_t}{\sigma_k} \right) \nabla k \right] + \frac{1}{2} \mu_t \left( \nabla \mathbf{v} + \left( \nabla \mathbf{v} \right)^T \right) - \rho \epsilon \quad (12)
\]

\[
\rho \frac{\partial \epsilon}{\partial t} + \rho \nabla \cdot \mathbf{v} \epsilon = \nabla \cdot \left[ \left( \frac{\mu + \mu_t}{\sigma_\epsilon} \right) \nabla \epsilon \right] + \frac{1}{2} C_{1\epsilon} \frac{\epsilon}{k} \mu_t \left( \nabla \mathbf{v} + \left( \nabla \mathbf{v} \right)^T \right) - \rho C_{2\epsilon} \frac{\rho^2}{k} \quad (13)
\]

where \( \mu_t \) is dynamic eddy viscosity, whereas \( C_{\mu}, \sigma_k, \sigma_\epsilon, C_{1\epsilon}, \) and \( C_{2\epsilon} \) are constants and their values are listed in Table 1.
Table 1. Values of the constants of the standard $k$-$\varepsilon$ model

<table>
<thead>
<tr>
<th>$C_\mu$</th>
<th>$\sigma_1$</th>
<th>$C_k$</th>
<th>$C_\varepsilon$</th>
<th>$\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>1.00</td>
<td>1.30</td>
<td>1.44</td>
<td>1.92</td>
</tr>
</tbody>
</table>

For solute transport, the 3D advection-diffusion equation was used [17]:

$$
\frac{\partial \bar{C}}{\partial t} + \frac{\partial \bar{C}}{\partial x} \bar{u} + \frac{\partial \bar{C}}{\partial y} \bar{v} + \frac{\partial \bar{C}}{\partial z} \bar{w} = \frac{\partial}{\partial x} \left( D_x \frac{\partial \bar{C}}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_y \frac{\partial \bar{C}}{\partial y} \right) + \frac{\partial}{\partial z} \left( D_z \frac{\partial \bar{C}}{\partial z} \right) 
$$

(14)

where molecular diffusion was neglected, $D_i$ is turbulent diffusivity and $\bar{C}$ is solute concentration. Turbulent diffusivity was derived from turbulent viscosity following Reynolds analogy [4]. Their ratio is the turbulent Schmidt number $S_{C_t}$:

$$
S_{C_t} = \frac{\nu}{\nu_t} 
$$

(15)

which is analogous to the classical Schmidt number $S_C = \nu/D_m$, ratio of kinematic viscosity to molecular diffusivity. In open channel flows, $S_{C_t}$ is usually in the range from 0.3 to 1.0 [21]. After some preliminary tests it was assumed that solute transfer was stronger than momentum transfer and $S_{C_t} = 0.75$ was applied.

These equations were solved by using Multiphysics 3.5™ modeling package, which solves for the same flow domain both motion and advection-diffusion equations. The model provides as outputs the velocity components $\bar{u}$, $\bar{v}$, and $\bar{w}$, $k$-$\varepsilon$ model parameters, solute concentration $\bar{C}$ and many others [17]. Multiphysics 3.5™ was applied to the 3D geometry presented in Figure 3, which reproduced the laboratory flume used by Muto et al. [18] [19]. They conducted their experiments in a rectangular flume 2.0 m long and 0.16 m wide. The lateral square cavity was 0.16 m long and 0.16 m wide. The water depth was everywhere 0.038 m, i.e. $h_{MS} = H_{DD} = h_{Ek} = h$. Inlet velocity was $U_{in} = 0.37$ m/s, which corresponded to a $Re = 12343$. They used two laser Doppler anemometers (LDA) to obtain at the same time 3 components velocity.

Several boundary conditions were required. For the $k$-$\varepsilon$ model, boundary conditions were assigned at the inlet, the outlet, at the free surface and at the walls:

- at the inlet, an inflow type boundary condition was applied, with uniform velocity profile. Also, inlet turbulent intensity $I_T$ and turbulent length scale $L_T$ were assigned. Usually, $I_T$ can be derived from the Reynolds number as:

$$
I_T = 0.16 \ Re^{1/8} 
$$

(16)
Eq. (16), for a $Re=12343$, provides a turbulent intensity of about 5%, which corresponds to fully turbulent flows.

The turbulent length scale $L_T$ is a physical quantity related to the size of the large eddies that contain the energy in turbulent flows. Also it is a measure of the size of the turbulent eddies that are not resolved [17]. For fully developed channel flows, this parameter can be approximately derived as $0.1 \times B$, where $B$ is the channel width. Thus, $L_T=0.016$ m;

![Figure 3. Dead zone geometry investigated in this study](image)

- at the outlet, a zero pressure type condition was assigned;
- for the free surface, the simplest approach is to assume a symmetry plane condition, which will result in the velocity contours at the free surface appearing normal to the boundary and in the maximum velocity occurring at the free surface [12]. This is known as the fixed lid approach. This approach holds only in first approximation, since, secondary currents lead to the maximum velocity occurring beneath the free surface. This is the velocity dip phenomenon [12];
- at the walls, logarithmic law of the wall boundary condition was applied. It is well-known that turbulent flows are significantly affected by the presence of walls. First, no-slip condition must be satisfied at the walls for the mean velocity field. Very close to the wall, viscous damping reduces the tangential velocity fluctuations, while kinematic blocking reduces the normal fluctuations. Turbulent eddies are distorted and constrained in size, being compressed in the wall-normal direction and elongated in the streamwise direction. Moreover, as at the wall turbulent
energy is damped and dissipated into heat through molecular viscosity, toward the outer part of the near-wall region, however, the turbulence is rapidly increasing by the production of turbulence kinetic energy due to the large gradients in the mean velocity and in the other parameters of the flow field. Also, in this region it should be expected that momentum and scalar transport occur most vigorously. Hence, accurate flow modeling in the near-wall region significantly affects successful prediction of turbulent wall-bounded flows. The classical $k-\varepsilon$ model due to its basic hypothesis of isotropy needs to be modified to account for the effect of the walls on the local structure of turbulence. Different approaches were proposed in the literature [24]. Herein to account for solid walls the approach based on the so-called wall functions was applied to bridge the viscosity-affected region between the wall and the fully-turbulent region. This approach is the most commonly because it eliminates the need for very fine computational meshes that are required for direct integration of the governing equations all the way to the wall. Also, it reduces numerical stiffness due to the stiff source terms in the turbulence closure equations and large aspect ratio meshes. Basically a wall function is a semi-empirical relation between the value of velocity and wall friction which replaces the thin boundary layer near the wall [17]. This approach is expected to be accurate for high Reynolds numbers and situations where pressure variations along the walls are not very large. However, it can often be used outside its frame of validity with reasonable success [17]. In particular, logarithmic wall functions applied to finite elements assume that the computational domain begins a distance $\delta_w$ from the real wall. They also assume that the flow is parallel to the wall and that the velocity can be described by:

$$u^* = \frac{u}{u^*} = \frac{1}{\kappa} \ln \left( \frac{\delta_w}{u^*} \right) + C_1$$  (17)

where $\kappa$ is Von Kármán constant, which is equal to 0.42, and $C_1$ is universal constant for smooth walls equal to 5.5. Note that the ratio of the kinematic viscosity to the friction velocity, $\nu/u^*$ is the viscous length scale. Moreover, the term in the round brackets is $\delta_w/u^*$ and the logarithmic wall functions are formally valid for values of between 30 and 300. This is the usual practice in standard turbulence models with wall functions [12]. Multiphysics 3.5™ allows to select $\delta_w$ value, which was set up to 150.
For the advection-diffusion equation, boundary conditions were assigned at the inlet, the outlet, at the free surface and at the walls:

- at the inlet, a concentration type boundary condition was applied, assuming zero concentration entering the domain;
- at the outlet, an advective flux type condition was assigned;
- at the free surface walls, an insulation type condition was applied. This conditions means that the solute cannot cross the free surface;
- at the walls, again, an insulation type condition was applied.

As initial condition, a constant, homogeneous concentration of a solute was assigned in the dead zone domain. The initial value is 100.

For the simulation water with density $\rho=1000$ Kg/m$^3$ and molecular viscosity $\mu=1.14\cdot10^{-3}$ Kg/m$\cdot$s, was selected as fluid.

Different mesh characteristics were tested. After that, the mesh generation process was made assuming, among the others, as element growth rate and resolution of narrow regions 1.2 and 1.00, respectively. The element growth rate determines the maximum rate at which the element size can grow from a region with small elements to a region with larger elements [17]. The value must be greater or equal to 1. In the resolution of narrow regions field the number of layer of elements created in narrow regions is controlled [17]. Moreover, the maximum element sizes were 0.04 m, 0.02 m and 0.005 m in the main stream, in the dead zone and at the interface between them, respectively. Thus, the mesh had 19086 tetrahedral elements, with a minimum element quality of 0.249. The element quality measure is related to its aspect ratio [17]. It is a scalar from 0 to 1. Mesh quality visualization demonstrated a quite uniform quality of the elements of the mesh. Moreover, it is well-known that by using a mesh, the dependent variables are approximated with a function that can be described with a finite number of parameters, the degrees of freedom [17], which was 182883.

About the solver settings, stationary segregated solver with non-linear system solver was used, where the relative tolerance and the maximum number of segregated iterations were set to $1.0\cdot10^{-3}$ and 100, respectively. The segregated solver allows to split the solution steps into substeps. These are defined by grouping solution components together. This procedure can save both memory and assembly time. Three groups were considered, namely velocity components $\vec{u}$, $\vec{v}$ and $\vec{w}$ and pressure $\vec{p}$, turbulence model parameters $k$ and $\varepsilon$, and the solute concentration $C$. For time-variable analysis, a time step of 1 second was selected extending the simulation until 200 seconds.
4. Results. Discussion

Numerical simulations provided as outputs both velocity and concentration field, pressure, turbulent viscosity $\nu_t$, $k$ and $\epsilon$ values throughout the flow domain. Figure 4 presents the flow field in the considered geometry. As expected, in the dead zone velocities lower (blue) than in the main stream were predicted by Multiphysics 3.5™.

Figure 4. Flow field in the considered geometry

Figure 5. Measured (left) and simulated (right) velocity values and velocity vectors in the square cavity
Figure 5 presents a view in the plan $xy$ of measured (left) and simulated (right) velocity values (surface color) and velocity vectors (arrows) in the square cavity experimentally studied by Muto et al. [18 [19], where the flow in the main stream is from the left. Inside the cavity a recirculating primary eddy was observed and its core with very low velocities (blue) was located around the midpoint of the cavity. Higher velocities can be observed in the mixing layer developing at the interface between the cavity and the main channel.

Figure 6 shows a comparison between the transverse velocity along the interface between the dead zone and the main stream predicted by Multiphysics 3.5™ and the experimental values collected at mid-depth, i.e. $z/h=0.50$. Numerical values refer to different dimensionless water depths, $z/h=0, 0.25, 0.50, 0.75$ and $1$. Negative values are directed toward the main stream.

![Figure 6. Transverse velocities along the dead zone-main stream interface](image)

Negative and positive values represented the exchange processes between the dead zone and the main stream. At the bottom, the simulated velocity profile was mainly negative, whereas at the free surface it is mainly positive. The best agreement between experimental data and numerical results was at $z/h=0.25$. Note that in Figure 6 are also presented the results from a 2D numerical simulations which are quite similar to those from the 3D model at $z/h=0.50$.

Further comparison between experimental observations and numerical simulations was carried out by using the values of dimensionless exchange coefficient $k_{DZ}$, which as above stated represents the rate of momentum and mass exchange between the dead zone and the main stream. This parameter was
determined using the transverse velocity data along the dead zone-main channel interface and the procedure proposed by Weitbrecht and Jirka [34]. That is, the norm of transverse velocity \( v_i \) was integrated over the interface, resulting in the total specific volume flux through the exchange area. Division by 2 yielded the total specific out flux into the main stream:

\[
\bar{E} = \frac{1}{2} \int_{A_{nt}} |v_i| \, dA
\]

where \( A_{nt} \) is the area of the interface, which provides the exchange coefficient \( K_{DZ} \) and the dimensionless exchange coefficient \( k_{DZ} \) through eqs. (6) and (5a), respectively. Note that Muto et al. determined two different exchange coefficients, for mass and for momentum [19]. The former is mainly related to the lateral component of velocity, whereas the latter is mostly governed by the lateral shear stress and by the development of the mixing layer at the interface between the dead zone and the main stream. Their values were 0.0148 and 0.0116 [19].

From eq. (17), numerical dimensionless exchange coefficient \( k_{DZ} \) was 0.0090, which means that the numerical model underestimated the exchange occurring between the dead zone and the main stream. This was not unexpected because the \( k-c \) model assumes that the turbulence is isotropic, whereas turbulence in open channel flows is known to be anisotropic. The anisotropic behavior of turbulence as it approaches the walls and free surface, namely the imbalance in
the normal Reynolds stresses, creates secondary circulation even if in a straight channel [12]. Moreover, in a shallow river reach with a lateral dead zone, shallow flow typical properties in combination with large horizontal structures leads to a high degree of anisotropy of flow turbulence [25]. That is, as above outlined, the transverse turbulent exchange of momentum is very strong. Therefore, the \( k-\varepsilon \) model either fails to predict any evidence of secondary flow in the case prismatic channels and tends to underestimate the lateral exchange of momentum across the interface between the dead zone and the main stream.

Second, the exchange rate was not constant over the depth, but was maximum at the free surface, where \( k_{rel}=0.0097 \). This trend confirmed previous literature experimental observations [3] [32].

![Figure 8. Concentration field in the dead zone at t=10 s (left) and t=200 s (right)](image)

A second estimation of the exchange rate between the dead zone and the main stream was carried out using the data of temporal concentration decay of a solute that was instantaneously and homogeneously released at \( t=0 \) into the volume of the dead zone. Figures 7 and 8 present the concentration field around and inside the dead zone at different times, namely \( t=0, 1, 10 \) and 200 seconds. Note that \( t=200 \) seconds is the end of the simulation. It can be observed that solute purging process from the dead zone followed closely flow patterns. Solute is first removed in the downstream part of the dead zone (right in Fig.5), where clean fluid enters from the main stream. After that, following the pattern of the primary eddy, the remaining part of the dead zone was cleaned. At the end of the time-variable simulation, the concentration in the dead zone was at maximum equal to 0.12\% of the initial value. This concentration was located in
the core region, around the center of the primary eddy. In this region, higher values were observed at mid-depth, i.e. $z=0.019$ m. Moreover, in the interfacial region, solute fluxes were higher at the free surface than at the bottom confirming previous literature experimental observations [3][32].

Finally, dimensionless exchange rate $k_{DZ}$ was evaluated by assuming that the change in concentration inside the dead zone was described by eq. (4). Thus, the average storage time $T_{DZ}$ and the dimensionless exchange rate $k_{DZ}$ were obtained. By integrating the concentration to the entire volume of the dead zone, an averaged decay of the concentration over the time was calculated (Fig.9), which corresponded to a dimensionless exchange rate $k_{DZ}=0.0151$. Note that concentration decay was also studied in several different points of the dead zone and $k_{DZ}$ was in the range from 0.0150 to 0.0152. In the core region, $k_{DZ}$ was 0.150. This value is not far from that determined by Muto et al. [19], that is 0.0148. Note that by assuming $Sc_t=1.0$, the dimensionless exchange rate was $k_{DZ}=0.0126$, so the numerical results proved to be quite sensitive to the turbulent Schmidt number values.

![Figure 9](image_url)

Figure 9. Temporal decay of the concentration in the dead zone. Volume averaged (left) and in the core region (right)

The difference in the numerical $k_{DZ}$ values obtained from velocity and concentration data can be first explained considering that across the interfacial area between the dead zone and the main stream simulated concentration gradients were generally larger than velocity gradients. Concentration gradients were the *driving force* of large diffusive fluxes from the dead zone to the main stream. These fluxes added to those of advective nature due to the transverse
velocity. Second, the flow patterns around the interface between the dead zone and the main stream (Fig. 5, right) further contributed to diffusive fluxes from the dead zone. That is, part of the solute flux escaping from the dead zone around the upstream corner was again introduced into the dead zone at the downstream corner. This enhanced concentration gradients and, thus, diffusive fluxes toward the main stream. Third, by assuming that $Sc_t = 0.75$, it was expected that solute mass transfer was stronger than momentum transfer.

5. Conclusions

The presence of dead zones in streams and rivers significantly affect the characteristics of mass transport. In a river, dead zones can be due to geometrical irregularities in the riverbanks and the riverbed and/or to spur dikes and groyne fields. Dead zones produce a difference between the concentration curves measured and modeled by the classical 1D advection-diffusion equation with sharper front and longer tails. In a dead zone, the mean flow velocity in the main stream direction is essentially zero and the main transport mechanism is transverse turbulent diffusion which controls the exchange processes of solutes with the main stream.

The chapter presented some results of a numerical 3D study undertaken to investigate the fundamental flow phenomena around and inside a simplified geometry, representative of the flow in a natural channel with a lateral square dead zone. In the numerical study an approach based on the Reynolds Averaged Navier-Stokes (RANS) equations was applied, where the closure problem was solved by using a turbulent viscosity concept. Particularly, the classical two-equations $k-\varepsilon$ model was used. Two methods were applied to estimate the exchange rate between the dead zone and the main stream. The first one was based upon the analysis of transverse velocity at the interface between the dead zone and the main stream. The second used concentration data over the time after that a tracer was instantaneously and homogeneously released into the dead zone.

First, the analysis of flow field demonstrated that the numerical simulations qualitatively reproduced the observed flow patterns but underestimated the exchange rate between the dead zone and the main stream. This is due to the assumption of isotropic turbulence which is done in the $k-\varepsilon$ model. In a reach of a shallow river with a lateral dead zone, an higher degree of anisotropy of flow turbulence is expected. Therefore, this model fails to reproduce the strong lateral exchange of momentum existing across the interface between the dead zone and the main stream.
Second, the analysis of concentration data determined a predicted dimensionless exchange rate $k_{DZ}$ close to the experimental value. The difference between $k_{DZ}$ values obtained with the two methods can be explained considering that the flow patterns around the interface between the dead zone and the main stream contributed to increase diffusive fluxes from the dead zone. Moreover, numerical results were quite sensitive to the assumption of a solute transfer stronger than the momentum transfer, i.e. $Sc=0.75$.

Future research will be addressed to apply different turbulent models to the study of the exchange process in channels with lateral dead zones and to investigate the effects of other parameters of the dead zone, such as the aspect ratio $W/L$ and the inclination to the main flow direction $\alpha$.

Appendix – List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{int}$</td>
<td>area of the interface between the dead zone and the main stream</td>
<td>$[L^2]$</td>
</tr>
<tr>
<td>$B$</td>
<td>channel or main stream width</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$C$</td>
<td>concentration</td>
<td>$[M\cdot L^{-3}]$</td>
</tr>
<tr>
<td>$C_{DZ}$</td>
<td>concentration in the dead zone</td>
<td>$[M\cdot L^{-3}]$</td>
</tr>
<tr>
<td>$C_{MS}$</td>
<td>concentration in the main stream</td>
<td>$[M\cdot L^{-3}]$</td>
</tr>
<tr>
<td>$C_0$</td>
<td>concentration in the dead zone at $t=0$</td>
<td>$[M\cdot L^{-3}]$</td>
</tr>
<tr>
<td>$C_1$</td>
<td>universal constant for smooth walls</td>
<td>$-\alpha$</td>
</tr>
<tr>
<td>$C_{1e}, C_{2e}$</td>
<td>numerical constants of $k$-$\varepsilon$ model</td>
<td>$-\alpha$</td>
</tr>
<tr>
<td>$C_p$</td>
<td>numerical constant of $k$-$\varepsilon$ model</td>
<td>$-\alpha$</td>
</tr>
<tr>
<td>$\bar{C}$</td>
<td>temporal mean concentration</td>
<td>$[M\cdot L^{-3}]$</td>
</tr>
<tr>
<td>$D_L$</td>
<td>longitudinal dispersion coefficient</td>
<td>$[L^2 \cdot T^{-1}]$</td>
</tr>
<tr>
<td>$D_T$</td>
<td>turbulent diffusion coefficient</td>
<td>$[L^2 \cdot T^{-1}]$</td>
</tr>
<tr>
<td>$E$</td>
<td>exchange velocity</td>
<td>$[L \cdot T^{-1}]$</td>
</tr>
<tr>
<td>Fr</td>
<td>Froude number</td>
<td>$-\alpha$</td>
</tr>
<tr>
<td>$J_b$</td>
<td>channel bed slope</td>
<td>$-\alpha$</td>
</tr>
<tr>
<td>$I_T$</td>
<td>turbulent intensity</td>
<td>$-\alpha$</td>
</tr>
<tr>
<td>$K_{DZ}$</td>
<td>dead zone exchange coefficient</td>
<td>$[T^{-1}]$</td>
</tr>
<tr>
<td>$K_{MS}$</td>
<td>main stream exchange coefficient</td>
<td>$[T^{-1}]$</td>
</tr>
<tr>
<td>$L$</td>
<td>dead zone length</td>
<td>$[L]$</td>
</tr>
<tr>
<td>$L_T$</td>
<td>turbulent length scale</td>
<td>$[L]$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>MDZ</td>
<td>solute mass in the dead zone</td>
<td>[M]</td>
</tr>
<tr>
<td>MS</td>
<td>solute mass in the main stream</td>
<td>[M]</td>
</tr>
<tr>
<td>Pe</td>
<td>Peclet number</td>
<td></td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>dead zone shape</td>
<td></td>
</tr>
<tr>
<td>Sc</td>
<td>Schmidt number</td>
<td></td>
</tr>
<tr>
<td>Sc_t</td>
<td>turbulent Schmidt number</td>
<td></td>
</tr>
<tr>
<td>T_DZ</td>
<td>average storage time in the dead zone</td>
<td>[T]</td>
</tr>
<tr>
<td>U</td>
<td>average flow velocity</td>
<td>[L⋅T^{-1}]</td>
</tr>
<tr>
<td>U_in</td>
<td>inlet velocity</td>
<td>[L⋅T^{-1}]</td>
</tr>
<tr>
<td>U_DZ</td>
<td>average velocity in the dead zone</td>
<td>[L⋅T^{-1}]</td>
</tr>
<tr>
<td>U_s</td>
<td>transport velocity of a solute</td>
<td>[L⋅T^{-1}]</td>
</tr>
<tr>
<td>W</td>
<td>dead zone width</td>
<td>[L]</td>
</tr>
<tr>
<td>g</td>
<td>gravitational acceleration constant</td>
<td>[L⋅T^{-2}]</td>
</tr>
<tr>
<td>h</td>
<td>water depth</td>
<td>[L]</td>
</tr>
<tr>
<td>h_DZ</td>
<td>water depth in the dead zone</td>
<td>[L]</td>
</tr>
<tr>
<td>h_E</td>
<td>water depth at the interface</td>
<td>[L]</td>
</tr>
<tr>
<td>h_MZ</td>
<td>water depth in the main stream</td>
<td>[L]</td>
</tr>
<tr>
<td>k</td>
<td>turbulent kinetic energy per unit mass</td>
<td>[L^2⋅T^{-2}]</td>
</tr>
<tr>
<td>k_DZ</td>
<td>dimensionless exchange coefficient</td>
<td></td>
</tr>
<tr>
<td>k_s</td>
<td>bed roughness</td>
<td>[L]</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
<td>[T]</td>
</tr>
<tr>
<td>u^*</td>
<td>shear velocity</td>
<td>[L⋅T^{-1}]</td>
</tr>
<tr>
<td>u'</td>
<td>dimensionless velocity</td>
<td></td>
</tr>
<tr>
<td>\bar{u}</td>
<td>time-averaged component velocity in the x direction</td>
<td>[L⋅T^{-1}]</td>
</tr>
<tr>
<td>\bar{v}</td>
<td>time-averaged component velocity in the y direction</td>
<td>[L⋅T^{-1}]</td>
</tr>
<tr>
<td>\bar{w}</td>
<td>time-averaged component velocity in the z direction</td>
<td>[L⋅T^{-1}]</td>
</tr>
<tr>
<td>X</td>
<td>longitudinal coordinate</td>
<td>[L]</td>
</tr>
<tr>
<td>Y</td>
<td>transverse coordinate</td>
<td>[L]</td>
</tr>
<tr>
<td>Z</td>
<td>vertical coordinate</td>
<td>[L]</td>
</tr>
<tr>
<td>\alpha</td>
<td>inclination of the dead zone to the main stream direction</td>
<td></td>
</tr>
<tr>
<td>\beta</td>
<td>dead zone parameter</td>
<td></td>
</tr>
</tbody>
</table>
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Mercury in the aquatic environment is a neurotoxin with several known adverse effects on the natural ecosystem and the human health. Mathematical modeling is a cost-effective way for assessing the risk associated with mercury to aquatic organisms and for developing management plans for the reduction of mercury exposure in such systems. However, the analysis of mercury fate and transport in the aquatic environment requires multiple disciplines of science ranging from sediment transport and hydraulics, to geochemistry and microbiology. Also, it involves the knowledge of some less understood processes such as the microbial and diagenetic processes affecting the chemical speciation of mercury and various mechanisms involved in the mass-exchange of mercury species between the benthic sediments and the overlying water. Due to these complexities, there are many challenges involved in developing an integrated mercury fate and transport model in aquatic systems. This paper identifies the various processes that are potentially important in mercury fate and transport as well as the knowns and unknowns about these processes. Also, an integrated multi-component reactive transport modeling approach is suggested to capture several of those processes. This integrated modeling framework includes the coupled advective-dispersive transport of mercury species in the water body, both in dissolved phase and as associated to mobile suspended sediments. The flux of mercury in the benthic sediments as a result of diffusive mass exchange, bio-dispersion, and hyporheic flow, and the flow generated due to consolidation of newly deposited sediments is also addressed. The model considers in addition the deposition and resuspension of sediments and their effect on the mass exchange of mercury species between the top water and the benthic sediments. As for the biogeochemical processes, the effect of redox stratification and activities of sulfate and iron-reducing bacteria on the methylation of mercury is discussed, and the modeling approach is described. Some results for the application of the model to the Colusa Basin Drain in California are presented. At the end of the paper, the shortcomings of our current knowledge in predicting the fate of mercury in water-sediment systems, the potential improvements, and additional complexities required to make the model more realistic, are discussed.

Keywords: aquatic, mercury, methylation, resuspension, shear stress, non-cohesive, mass-exchange, diagenesis, sorption
1. Introduction

Mercury in the aquatic environment is a neurotoxin with several known adverse effects on the natural ecosystem and on human health. A large number of water bodies around the world are contaminated with mercury as a result of direct anthropogenic activities such as mining, or indirectly via dry and wet deposition of mercury. An essential component of any conceptual or mathematical model of mercury fate and transport involves the types and rates of mercury transformations. Important among the different chemical forms or “species” is its methylated form (MeHg) which is the most bioavailable. Mercury is believed to be methylated in anoxic waters and sediments [85] and then transported (upward usually) to oxic zones through advection and turbulent dispersion, and in case of benthic methylation, also through molecular diffusion in porous media. There are also speculations that the sometimes large concentrations of methylmercury in surface waters of deep lakes and oceans cannot arise solely as a result of transport from deeper layers, and so there should be some MeHg production in oxic layers [85]. In any case, the most accepted theory is that methylation of mercury is a bacterial-mediated process mainly done by sulfate reducing bacteria, [8] [9] [43] [44]. However, it was recently found that iron reducing bacteria can also mediate mercury methylation [37]. Further, [29] noted in their measurements in sediments from eight sites including lakes, and freshwater and brackish estuaries that methylation rates, %MeHg (MeHg to total Hg ratio), and absolute MeHg concentrations were not significantly correlated to the availability of sulfate as a terminal electron acceptor for SRB. In shallower waters and also waters with larger mixing, the anoxic and in particular sulfate and iron reducing conditions more often occur in benthic sediments and at certain depths where oxygen and nitrate are depleted.

[53] noted apparent higher %MeHg downstream of reservoirs in river systems suggesting that the higher organic content due to settling in these systems promoted microbiologically mediated processes. Monperrus et al. (2007) [84] measured methylation in the oxic waters of the euphotic zone of the Mediterranean Sea and suggested a microbiologically mediated pathway due to the higher methylation rates observed during periods of higher temperatures and high biological turnover. Hg reduction and demethylation were also studied and both were mainly attributed to photochemical processes near the surface. Thus, while current conceptual models treat anoxic biotic transformation to MeHg as important, this is not certain at all and much more remains to be done in order to fix the understanding.

Mathematical modeling is one cost-effective approach to evaluate the associated risk and the utility of remediation options. There have been many efforts to develop realistic mercury cycling models for aquatic environments including lakes, wetlands, rivers and coastal waters. These efforts can be categorized into a) models that have treated the air-water-sediment system as respective batch reactors exchanging mercury species through rate-limited
processes (e.g., [26] [33] [56]) without explicit consideration of transport of mercury species as dissolved or associated with sediments; b) models that have treated mercury as a non-reactive conservative metal mainly being transported as bound to sediments [102]; and c) models that have emphasized the detailed geo-chemical cycling of mercury [47] [48] [138]. Also there are bioaccumulation models focused on the uptake of different forms of mercury by living species in the aquatic system [52]. More recently some researchers have coupled a more sophisticated representation of physical processes including the hydrodynamics, sediment transport and the biogeochemical transformation of mercury in the water body using one-dimensional [19] [20] [135] [76] [77], two-dimensional [107] and three-dimensional [94] [93] [136] approaches.

In the following review we first consider sediment transport processes and modeling, because of the fundamental role of sediments as vehicles for mercury and other metal species. Then we turn to models developed specifically for mercury in surface aquatic systems.

1.1. Sediment transport

From a historical point of view, the interest in predicting sediment transport (and the resulting changes in riverbed morphology) has been driven mainly by the need to enable undisturbed navigation of vessels in rivers and channels [44]. Several empirical and semi-empirical predictors have been developed to describe the changes in river beds due to bed-load and suspended sediment movement, and to estimate the decrease in reservoir storage capacity. In the last twenty years, the attention on sediment transport has been enhanced by the important role that sediment plays in transporting adsorbed pollutants, considering all the environmental and social implications of the transport of contaminants.

When the water velocity increases close to the bottom of a water body, the particles of the bed start to move. The conditions for this incipient motion have been quantified since the seminal experimental work of [101], and details can be found in books, book chapters, and e-books such as those of [60] [40] and [88], respectively. Further increase in velocity results in entrainment of particles into suspension. Several expressions for predicting the entrainment rate of sediment into suspension (mostly for non-cohesive sediment) have been proposed by diverse authors (see, [54] [114] [115] [117] [41] for instance). In those equations, the rate of sediment entrainment into suspension is described by the difference between the bed shear stress due to currents and waves, and the critical bed shear stress, which is a function of sediment grain size and density. In some formulations, the wall-friction (shear) velocity is used as a surrogate of the bed shear stress. The main deposition parameter, the particle settling velocity, is also determined from grain and liquid properties: sediment density, grain shape and the viscosity of liquid. The transport parameter is then calculated, which further determines the conditions and areas of resuspension,
transport and deposition of moving sediment. The processes and equations which can be used to determine onshore – offshore and longshore transport due to currents and waves in coastal areas are described in the literature (e.g., [74]).

Numerous sediment transport models have been constructed from these principles for river and estuary simulation, mostly for non-cohesive sediments (e.g., [116] [120] [86] [34] [73] [68] [93] [123] [6] [87] [30]). However, these models are valid only for uniform grain size and non-cohesive sediment, conditions rarely met in natural waters. With increasing discharge, finer non-cohesive fractions (silt and fine sands) usually enter into suspension, while other, coarser fractions require higher shear stresses to initiate their movement, first as bed-load and later as suspended particles. Such phenomena can often be observed in the coastal zone, where sediment composition is heterogeneous due to spatially and temporally varying hydrodynamic conditions [110]. Multi-fractional techniques (e.g. [97]) and models (e.g., [128]) have therefore been developed to increase the accuracy of non-cohesive sediment transport modeling. One such approach is dividing suspended sediment into washload and coarse suspended sediment, as described in [19].

Cohesive sediments, on the other hand, are more difficult to describe and particularly to simulate with a numerical model. The mechanisms and equations of cohesive sediment erosion and resuspension are well described in the literature (e.g., [126]); however, they have not been adopted for use in mathematical models of sediment transport that deal with transport of particle-bound pollutants. Few models for estuarine waters include the simulation of cohesive sediments; moreover, their authors report relatively poor agreement with measurements of sediment concentration in the water column [50] [123] [70]. Even more complicated is the modeling of transport of colloidal particles and pollutants bound to colloids as the particle movement cannot be described in accordance to available formulae of sediment transport (valid for non-cohesive sediment). On the other hand, the role of colloidal particles in transporting the contaminants to/from the deeper sediment layers has been overlooked in the literature. A few models are capable of simulating colloid-facilitated transport in saturated and unsaturated porous media (e.g., [78] [32] [59] [105]), while at present no known sediment transport model for surface waters accounts for colloids.

With some exceptions, only qualitative agreement among model predictions and measurements in natural environments can be expected; often, model results are in accordance with measurements by an order of magnitude or at best a factor of three (e.g., [109] [132] [93] [94]). Using the one-dimensional coupled US-EPA models, the same level of agreement was achieved in the Idrija and Soča Rivers [135], while spatiotemporal moments showed significantly better agreement for the Carson River [19], mostly due to a very large quantity of measured data used for the calibration of the model. The studies of sediment transport in coastal areas [55] [93] as well as studies of riverine sediment transport [21] [135] have confirmed that the transport of particulate-bound
mercury represents a major part of its overall transport in rivers, lakes and estuaries. Moreover, a single major flood event can account for more than 90% of the total annual mercury transport. Therefore, it is very important to calibrate the sediment transport models in accordance with high discharges, although it is very difficult to ensure enough measurements for calibration and validation of models in such conditions. Furthermore, it has been established that concentrations of suspended matter are different during the increasing and decreasing flow at the same discharge [46] [125] [66]. The hysteresis phenomenon has often been observed, but rarely measured and/or modeled [2]. The ratio between discharge and sediment discharge is a function of the characteristics of each stream and catchment and as such cannot be generalized. Moreover, sediment transport also depends on the availability of sediment, which is again a function of the stream itself. For the Carson River, an unlimited quantity of material was reported [19], while the situation in the Idrijca and Soča is different due to dams and the geology of the stream and the catchment [135]. In the case of rivers having dams, the transport capacity in the basin is heavily decreased and sediment is stored in the reservoir. Furthermore, during floods, large quantities of fine sediment deposited during low flows can be released from the upstream accumulations.

Mass balances of sediment and sediment-bound pollutants are often established, either solely from measured data or from combined modeling results and measurements [108] [93] [133] [94] [75] [127] [96] [63]. They are a valuable tool, which is often helpful in deciding which type of model to apply and which parameters need to be measured in the future. The simulation results, on the other hand, are often used to improve the mass balances.

1.2. Model tools for understanding mercury fate and transport

Early models have used relatively simplistic assumptions to predict the dispersion of mercury in water bodies. For example, Turner and Lindberg (1978) [111] used a simple dilution model to describe the decline of mercury concentration in a river-reservoir system downstream of a chemical plant. Clearly, since the effect of sedimentation was not taken into account, the model over-predicted the mercury concentration downstream of the release point.

Not all earlier models have adopted such a simplistic approach. Herrick et al. (1982) [52] developed a model for mercury cycling in woodland streams that considers mercury and methyl-mercury to be in five phases (sediment, water, invertebrates, detritus and fish), and the detritus phase is discretized into several bins representing various compositions and sizes of organic particles. However, this model does not have a transport component and the deposition and resuspension of particles were not accounted for. Fontaine (1984) [38] developed a fully non-equilibrium one-dimensional reactive transport model for the fate of metals in aquatic systems. Three phases of metals (i.e., dissolved, particulate and associated with organic substrates) were considered in the model.
The mass-exchange between the phases and also between the water column and sediments were all considered to be kinetically controlled. A relatively sophisticated model was used for sorption and geochemical transformation of various mercury species.

[71] developed a mass balance model based on the concept of equivalence and fugacity called QWASI (Quantitative Water-Air-Sediment Interaction) for lake systems. They considered the effects of inflow and outflow of chemicals (dissolved or particle-bound), diffusive mass exchange from/to sediments, resuspension/deposition and burial, and dry and wet deposition, and solved the system assuming a steady-state condition overall. In each compartment (water and sediments), concentrations of sorbed and dissolved species were assumed to be in equilibrium. No transport process was considered in this model. [26] used a modified version of QWASI to simulate cycling of mercury in a hypothetical lake. Ethier et al. (2008) [33] further simplified QWASI by assuming an instant equilibrium between different species of mercury and applied the resulting model to Big Dam West, Canada.

Using a similar approach, [56] developed a lake dynamic mercury cycling model called MCM. They considered three vertical compartments of epilimnion, hypolimnion, and sediments and four biotic compartments including phytoplankton, zooplankton, a prey and a predator fish species. Mercury species include elemental, reactive and methylmercury. The distinct feature of MCM compared to even more recently developed models is its more sophisticated treatment of the rates of methylation and de-methylation. While methylation was considered to be a function of reactive mercury concentration, sulfate ion, dissolved organic content and temperature through a Monod type relationship, the latter was considered as a function of methylmercury concentration, H+ and dissolved organic carbon. Leonard et al. (1995) [67] used MCM to predict the fate of mercury in the Great Lakes. Harris et al. (1996) [49] upgraded MCM to simulate mercury cycling in a group of lakes. Knightes and Ambrose (2007) [62] applied this model to 91 lakes in Vermont and New Hampshire and found that the performance of the model is inadequate as a prediction tool. Kotnik et al. (2002) [65] applied the same reaction rate functional forms suggested by Hudson et al. (1994) [56] to simulate mercury cycling in Lake Velenje, Slovenia. The approach of considering lake systems with well mixed layers has been adopted by some other researchers recently. [61] developed a spreadsheet-based steady-state mass balance model (SERA FM) for mercury cycling and evaluation of wildlife exposure risk. Similar to other models, SERAFM categorizes mercury into three species (Hg0, HgII, MeHg) and in five phases (abiotic solids, phytoplanktonic, zooplanktonic, detrital and associated with dissolved organic matter). Also, the aquatic system was modeled with three compartments (epilimnion, hypolimnion, and sediments) in addition to an equilibrium sorption assumption. [15] applied SERAFM to a constructed wetland and a stream in Nevada, USA.
In most of the models used for circulation of mercury in lake systems including QWASI [71] and MCM [49] the system is considered as horizontally well mixed, sometimes with single-layer and sometimes with multi-layer water columns with a uniform and time invariant mass exchanges between the layers. Although this approach may be appropriate for small lakes with mainly depositing suspended particles, it is inadequate for more complicated systems including rivers, coastal areas as well as larger lakes where the circulation of water and resuspension of sediments plays an important role in mercury cycling. Assumptions of net deposition and of equilibrium between particulate and dissolved mercury phases artificially restrict re-entrainment of mercury. On the other hand, most of the surface water metal cycling models developed in the past have relied on the partitioning coefficient (K\text{D}) concept. As opposed to organic chemicals, the value of K\text{D} for metals is sensitive to the chemical conditions such as pH, occurrence of complexing ligands, and redox potential among others [45] [92]. Thus, the constant K\text{D} approach may lead to erroneous results in some applications.

Faced with these shortcomings, researchers have used two distinct pathways to improve the modeling approaches for mercury. One group (mainly hydrologists) have improved the treatment of flow and sediment transport and the other group (mainly geochemists) have focused on using more accurate and complicated biogeochemical reaction networks. [121] briefly reviewed mercury models applied to rivers, lakes and coastal zones.

Among the group of researchers focusing on the hydrological processes are [103], who used the cohesive sediment and pollutant transport model TSEDH [103] coupled with the hydrodynamic circulation model RMA-2V to model mercury cycling in Clear Lake, California. They considered multiple layers of bed sediments with different critical shear stresses but did not consider the different distribution of mercury in each layer. Bale (2000) [5] suggested using an advection-dispersion transport model and as well as incorporating a more mechanistic approach to calculate rates of deposition and resuspension to simulate the fate of mercury in Clear Lake. He used a slightly modified version of the reaction-rate functional forms proposed by [49]. Another way to consider heterogeneity and transport without explicitly modeling the hydrodynamics and sediment transport is to use compartmental models where the flow and mass exchange between the compartments are given as model parameters. ASCI (1992) [1] incorporated the kinetic transformation subroutine from MCM into the water quality model WASP4 and called the resulting model MERC4. [51] coupled MERC4 with both a fish bioenergetics/bio-uptake model and a lake eutrophication model to predict the transport and fate of mercury in Onondaga Lake, NY. The lake eutrophication model was used to estimate the planktonic populations and their settling rates.

In systems where the transport is more important such as rivers, hydrodynamic forces affecting plays a more important role. In [19] Carroll et al. used MERC4 along with WASP and the RIVMOD hydrodynamic model to
simulate mercury transport in the Carson River, Nevada. They modeled sorption and desorption as kinetically controlled processes. This model was also applied to the Idrijca and Soca River systems in Slovenia [135].

STATRIM, a two-dimensional model of mercury transport and fate, was developed first for coastal environments [107], where mercury in its particulate form was considered for the first time in marine environments. The model used annually averaged input data combined with depth-averaged parameters and was subsequently upgraded to a three-dimensional non-steady state model (PCFLOW3D). The PCFLOW3D model together with a new sediment transport module was further used to simulate resuspension and other sediment and mercury processes in coastal environments [132] [93] [94] and applied to the Mediterranean Sea with simplified sediment transport and some improvement in the biogeochemical transformation and atmospheric mass exchange modules [136]. This model incorporates mercury methylation/de-methylation and other Hg transformations such as reduction-oxidation. Different forcing factors were considered, the most important being extreme (flood-wave) river inflow, extreme wind-induced currents and waves.

Among the works focusing on the biogeochemical cycling are models mainly devoted to the geochemistry of mercury in the water column, including the full reaction network affecting mercury speciation in batch systems (i.e., [47] [138]). An extensive review of the biogeochemical cycling of mercury in aquatic systems can be found in [85] and, for marine environments, [35-36]. [11] developed a steady state fate and transport model called TRANSPEC by incorporating the geochemical speciation model MINTEQ+ with the equivalence/fugacity approach introduced by [72], but including a more sophisticated geochemical reaction network. The species were assumed to be in chemical equilibrium; however, the mass transfer between various compartments (water, air, and sediments) was considered as a dynamic process. In this model, flow between various water body compartments and also resuspension/deposition were considered as steady pre-specified processes. The model was applied to predict the fate of Zn in several lakes in Canada [11-12].

Although many reversible abiotic geochemical reactions affecting the speciation of metals can be treated as equilibrium reactions, their microbe-mediated transformations are typically slow, irreversible in typical modeling time-scales and kinetically controlled. In case of mercury, both methylation and de-methylation are known to be bacteria-mediated. [39] modified TRANSPEC to handle kinetically controlled reactions and called the resulting model BIOTRANSPEC. They also included the effect of uptake by fish in their model. They applied the model to mercury cycling in Lahontan reservoir in Nevada, USA. The methylation and de-methylation rates were considered constant but site-specific rates.

Because sulfate reducing bacteria, and possibly iron-reducing bacteria, are the most important microorganisms in the formation of methylmercury in temperate locations, it is important that attempts to quantify rates of mercury
methylation consider redox-specific and kinetically-controlled microbially-driven degradation reactions, within the context of equilibrium multiphase and multicomponent chemical conditions. Modeling platforms available for coupling microbe-mediated kinetics with multicomponent geochemical equilibria are available as subroutines that can be linked with other models. Tools such as PHREEQC2 [89] can be used for exploration of the relationship between mercury methylation and ambient chemical conditions as controlled by ambient microbial communities. PHREEQC2 is a computer program that can perform speciation, batch-reaction, one-dimensional transport, and inverse geochemical calculations, as well as arbitrarily defined kinetics associated with microbially-mediated reactions.

The rate of release of the methylmercury produced in sediment layers is a function of the depth of the layers. Sediment diagenesis models focusing on modeling redox stratification have been developed in the past [10] [13] [14] [113] and have been used to predict the cycling of contaminants and nutrients in lakes [16] [17] [100], deep seas [69], as well as in coastal zones and estuarine sediments. These models however have not been integrated with fate and transport models representing the overlying waters. Particularly in the case of mercury cycling, it is important to integrate redox zonation in the sediments and its effect on mercury methylation with (a) the release mechanisms of the produced MeHg to the overlying water and (b) with the transport processes in the overlying water. In the present work a framework for coupling the sediment processes with the cycling of mercury in the overlying water is introduced.

2. Model Development

The objective of this section is to introduce a modeling framework applicable to a wide variety of surface water bodies including lakes, estuaries, rivers and coastal zones. The formulation is developed considering a two-dimensional representation of the water column; however, at the end of the chapter demonstration results are generated assuming a one-dimensional case. To preserve the generality of the modeling framework, an unlimited number of suspended solid phases are considered in the model. Depending on the aquatic system being studied, these phases can be assigned to mineral abiotic solids, phytoplanktonic, detrital, or various classes or size categories of suspended solids. The model is also capable of predicting the fate and transport of an unlimited number of major components and ligands influencing the speciation of mercury and the redox zonation in the sediments. The choice of these major components are also problem dependent. The computational domain of the model is considered to be the overlying water (assumed to be totally mixed in the vertical direction) and the active benthic sediment layer. The depth of the benthic sediment layer should be chosen based on the problem. Also, the two-dimensional representation of the water body can be easily replaced by a three-dimensional one by a generalization of the governing equations. This step may
be necessary in problems involving deep water bodies where the anoxic layer can be present in the water column or in cases where vertical mixing does not occur due to temperature stratification. As it was explained in the Introduction, the aim here is to track the vertical distribution of mercury and the rest of major components involved in the active bed sediment layer. This is necessary since, first, the rate of release of contaminants from the sediments to the overlying water as a result of both diffusive mass exchange and resuspension depends on the distribution of contaminants in the sediment layers, and, second, the rate of methylmercury production depends on the magnitude of overlap between the sulfate or iron reducing layer and the layers containing reactive mercury.

2.1. Fate and transport of mercury in the overlying water

The depth-averaged fate and transport governing equations for the species in the overlying water considering a kinetic mass transfer between the phases can be written as [76-77]:

\[
\frac{\partial H C_1}{\partial t} + \frac{\partial U H C_1}{\partial x} + \frac{\partial V H C_1}{\partial y} = \frac{\partial}{\partial x} \left( D_{x,H} \frac{\partial C_1}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_{y,H} \frac{\partial C_1}{\partial y} \right) + k_b \left[ C_i(0) - C_i \right] \tag{1}
\]

\[-H \sum_{j=1}^{n} \phi_j k_j (K_{in,C_i} - S_j) + q C_{in} + k_{at,i} (C_{in,m} - C_i) - u \theta_j \phi_i(0) + HR + \psi_i \]

\[-\frac{\partial H \phi_i S_{ii}}{\partial t} + \frac{\partial U H \phi_i S_{ii}}{\partial x} + \frac{\partial V H \phi_i S_{ii}}{\partial y} = \frac{\partial}{\partial x} \left( D_{x,i} \frac{\partial \phi_i S_{ii}}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_{y,i} \frac{\partial \phi_i S_{ii}}{\partial y} \right) \tag{2}
\]

in which \( t \) [T] is time; \( x \) and \( y \) [L] are spatial coordinates; \( C_i \) [M/L^3] is the dissolved concentration of chemical \( i \) in bulk water; \( U \) and \( V \) [L/T] are the depth averaged velocity components; \( D_{x,H} \) and \( D_{y,H} \) [L^2/T] are the mechanical dispersion coefficients for dissolved species in the \( x \) and \( y \) directions; \( k_b \) is the sediment-water mass exchange coefficient for the dissolved species [L/T]; \( c_i(0) \) is the pore-water concentration of species \( i \) at the topmost layer of sediments [M/L^3]; \( k_j \) [T^{-1}] is the mass exchange coefficient between the suspended solid phase \( j \) and water; \( \phi_j \) [M/L^3] is the concentration of the suspended solid phase category \( j \); \( K_{in,j} \) [L^3/M] is the water-solid distribution coefficient for solid phase \( j \) and species \( i \); \( S_{ij} \) [M/M] is the sorbed phase concentration of species \( i \) to solid phase \( j \); \( R_i \) and \( R_{ai,j} \) are the sum of rates of elimination or production of species \( i \) at phase \( j \) due to reactions for dissolved and sorbed phases, respectively; \( q \) [L^3 T^{-1} L^{-2}] is the amount of inflow/outflow per surface area; \( \phi_j,m \) [M/L^3] is the concentration of solid phase \( j \) in the inflow; \( S_{j,m} \) [M/M] is the concentration of species \( i \) sorbed to solid phase class \( j \) in the lateral influx; \( k_{at,i} \) [L/T] is the atmospheric exchange rate coefficient for species \( i \); \( C_{at,i} \) [M/L^3] is the saturation
concentration for species $i$ calculated using Henry’s law; $D_{xj}$ and $D_{yj}$ [L$^2$/T] are the dispersion coefficient for suspended particles in the $x$ and $y$ directions respectively; $Er_j$ [ML$^{-2}$T$^{-1}$] is the sediment resuspension rate for solid phase class $j$; $w_p$ [LT$^{-1}$] is the deposition rate parameter for solid phase class $j$; $s_{ij}(0)$ [M$_c$/M] is the sorbed concentration of chemical species $i$ to solid phase $j$ at the topmost layer of the bed sediments; $u_j$ [LT$^{-1}$] is the pore water velocity in bed sediments due to consolidation or hyporheic flow (downward defined as positive); $\theta_j$ is the bed sediment porosity at the sediment-water interface and $\psi_{ij}$ [LT$^{-2}$ML$^{-3}$] is a source term representing for example the effect of plant uptake and decomposition.

2.2. Sediment Resuspension/Deposition

To solve Eq. (2), the transport of the suspended solid phase needs to be modeled. Many commercial and open-source software packages are available for modeling the transport of cohesive or non-cohesive sediments in various systems including rivers, estuaries or coastal areas [e.g., MIKE 21(DHI), HEC-6 (USACE), STAND [137] and GSTARS [131]. Many of these models assume quasi-equilibrium conditions to calculate the suspended and bed loads (e.g., HEC-6, GSTARS). Although this approach is appropriate for engineering purposes such as studying the morphological changes of the water body and sedimentation in reservoirs and similar applications, it is insufficient for tracking contaminants associated with sediments. The general formulation used in sediment transport models is represented by an advection-dispersion governing equation:

$$\frac{\partial H \phi_j}{\partial t} + \frac{\partial U H \phi_j}{\partial x} + \frac{\partial V H \phi_j}{\partial y} =$$

$$\frac{\partial}{\partial x} \left( D_{xj} H \frac{\partial \phi_j}{\partial x} \right) + \frac{\partial}{\partial y} \left( D_{yj} H \frac{\partial \phi_j}{\partial y} \right) + Er_j - w_p \phi_j + q_{j,m}$$

(3)

The main difference between various sediment transport models is essentially the way they calculate $Er$ and deposition terms. [40] lists all different formulas used to calculate the sediment entrainment for non-cohesive sediments. [41] suggested a formulation for mixed size sediments. The fall velocity estimated using the Stokes equation or empirical relationships (e.g., [27]) is often used to model the deposition of non-cohesive sediment. Since the main mechanism for settling of cohesive sediments is coagulation and flocculation, their rate of deposition depends on the concentration of sediments. [80] suggested the following relationship for the rate of deposition:

$$w_p = pv_j$$

(4)
in which $p$ is a factor to incorporate the effect of shear stress, calculated as:

$$p = 1 - \frac{\tau}{\tau_{cd}}$$  \hspace{1cm} (5)$$

So no deposition occurs when the shear stress $\tau$ is above the critical shear stress $\tau_{cd}$ in Eq. (5). $v_s$ is the fall velocity which is considered as a function of the concentration of particles, as suggested by [80]:

$$v_s = \alpha_s C_s^{4/3}$$  \hspace{1cm} (6)$$

Suggested equations for the rate of resuspension of cohesive sediments typically have the following form:

$$Er = M \left( \tau - \tau_c \right)$$  \hspace{1cm} (7)$$

where $M$ is the erodibility coefficient that can be a function of the degree of consolidation of sediments, their size distribution and factors affecting their stability such as biofilm formation or armoring due to the existence of mixtures of large and fine particles. Some researchers have proposed more complicated power-law or exponential relationships between the erosion rate and the bed shear stress [23].

Some models have addressed the effect of the depth of erosion into the erodibility rate [98] and only a few of them have incorporated the effect of consolidation into the model directly by defining distinct layers of bed sediments [99].

2.3. The fate of mercury in sediments (burial, resuspension, diffusive mass exchange)

Several benthic sediments contaminant fate and transport models have been developed in the past mainly to address sediment diagenesis and nutrient cycling in the sediments [10] [13] [112]. In these models the sediment layer is represented by a one-dimensional column sometimes with a dispersion coefficient and porosity changing with depth as a result of consolidation (e.g., [13]). The top boundary condition (the overlying water) is typically considered to have a fixed concentration of compounds and the burial is modeled using a transformation of coordinates. Here we propose a 3-D model for the transport of contaminants in the sediments in order to incorporate the spatial heterogeneities in resuspension and deposition. The governing equation for multi-phase transport in the sediments can be expressed as:

$$\frac{\partial (\theta c_i)}{\partial t} + \frac{\partial (\theta u_{ij} c_i)}{\partial x} + \frac{\partial (\theta u_{ij} c_i)}{\partial y} + \frac{\partial (\theta u_{ij} c_i)}{\partial z} = \frac{\partial}{\partial z} \left( D_m + D_g \right) \frac{\partial c_i}{\partial z}$$  \hspace{1cm} (8)$$

$$-\sum_{j} f_{ij} B_{ij} k_{ij} \left( K_{ij} c_i - s_{ij} \right) + R_i + \sum_{j} k_{ij} f_{ij} B_{ij} s_{ij} - \psi_i$$
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The first terms on the right hand side of both equations account for the effect of consolidation. The boundary conditions are as follows:

\[
(D_m + D_s) \theta \frac{\partial c_i}{\partial z^*} = k_i (c_i - C_i) \quad \text{at} \quad z^* = z_0 \quad (10)
\]

\[
\frac{\partial c_i}{\partial z} = 0 \quad \text{at} \quad z^* = -\infty \quad (11)
\]

and for Eq. (9):

\[
s_i \bigg|_{z^*=-\infty} = 0 \quad \text{for} \quad J_0 < 0 \quad \text{erosion} \quad (12)
\]

\[
s_i \bigg|_{z^*=z_0} = S_i \quad \text{for} \quad J_0 > 0 \quad \text{deposition} \quad (13)
\]

In Eqs. (8) to (13) \( z^* \) [\( L \)] is the vertical coordinate based on a fixed datum which increases increasing upward; \( c_i = c_i(x,z^*,t) \) [\( M_c/L^3 \)] is the dissolved concentration of species \( i \) in pore water in the bed sediments; \( s_{ij} \) [\( M_c/M \)] is the mass concentration of sorbed species \( i \) on solid phase \( j \); \( u_{fx}, u_{fy}, u_{fz} \) [\( L/T \)] are the pore water velocity components; \( u_s \) [\( L/T \)] is the advective velocity of sediments due to sediment consolidation; \( B_d \) [\( M/L^3 \)] is the total bulk density of the sediment materials and \( f_j \) is the fraction of sediments consisting of phase \( j \) (i.e., planktonic, detrital, minerals); \( D_m \) [\( L^2/T \)] is the molecular diffusion coefficient and \( \theta \) is the porosity of the bed material. It is assumed that the effect of diffusion in the horizontal directions is negligible due to the large scales in the two directions. \( \Psi_j \) is a sink term that can represent the rate of root uptake of species \( i \); \( k_{ij} \) [\( 1/T \)] is the rate of transformation of sediment phase \( j \) to phase \( j' \) and \( j=0 \) indicates dissolved phase. Including the \( x \) and \( y \) directions of pore water velocity allows for inclusion of hyporheic flow. In the derivation of Eqs. (8) and (9) it is assumed that none of the solid phases is mobile in the pore-water in benthic sediments, i.e., no colloid-facilitated transport in the benthic sediments is taken into consideration. This phenomenon can be incorporated into the model by adding advective transport terms to the solid phase.

Imposing a transformed coordinate system in order to attach the origin of the coordinate system to the sediment-water interface \( z(t) = z_0(t) - z^* \) on Eqs. (8) and (9), where \( z_0(t) \) is the elevation of sediment-water interface, yields:
The elevation of the sediment-water interface, \( z_0(t) \), is variable with time due to erosion and deposition of sediments. The positive direction for \( u_f \) and \( u_s \) is changed according to the new coordinate system for the sake of simplicity. Therefore, henceforth positive value indicates downward flow.

The terms \( u_f \) and \( u_s \) depend on the rate of deposition or erosion at the surface and the consolidation of sediments. Here it is assumed that the porosity of sediments decreases with depth as indicated in [13] via:

\[
\theta(z) = \theta_0 - k z(e^{-kz}) + \theta_\infty
\]

where \( \theta_0 \) is the porosity of the topmost layer of sediments and \( \theta_\infty \) is the porosity of deep sediments. In this case, \( u_s \) and \( u_f \) can be calculated as follows, using a simple mass balance

\[
u_s = J_o \left( \frac{\theta - \theta_\infty}{1 - \theta} \right)
\]

\[
u_f = -J_o \left( \frac{\theta - \theta_\infty}{\theta} \right)
\]

where \( u_s \) and \( u_f \) are functions of \( z \) through \( \theta \), and \( J_o \) is the rate of change in the elevation of the sediment-water interface. In turn, \( J_o = \partial z_0 / \partial t \), which is calculated as:

\[
J_o = \frac{1}{(1-\theta_\infty)\rho_s} \sum_j (w_{j} \Theta_j - E_{r_j})
\]

where \( \rho_s \) [M/L^3] is the density of sediment particles. The governing equation controlling the mass balance for various solid phases in the benthic sediments can be written as:

\[
\frac{\partial f_j}{\partial t} + \frac{\partial [f_j(u_s + J_o)]}{\partial z} = \frac{\partial}{\partial z} \left( D_{bj} \frac{\partial f_j}{\partial z} \right) - \sum_j k_{j,j'} f_{j'} + \sum_j k_{j,j'} f_{j'}
\]
2.4. Modeling mercury bio-geochemistry

Most mercury-cycling models have lumped all inorganic species of mercury into a single species identified by reactive mercury (HgII) and, therefore, mercury species in the models include HgII, methylmercury (MeHg) and elemental mercury (Hg0). In addition, in many models the rate coefficients defining the transformation of these species have been considered constant or solely a function of temperature [19] [26] [38] [94] [93] [135] [136]. There have also been modeling studies concentrating on the detailed geochemical speciation of mercury, but these models have been applied only to batch systems [47]. Based on the effect of sulfate- and iron-reducing bacteria, some later models have considered the mercury methylation rate as a function of the concentration of sulfate ion [56] [49]. However, a high concentration of sulfate ion does not automatically lead to a higher methylation rate since, first, the activity of sulfate reducing bacteria can be inhibited by the presence of terminal electron acceptor with higher energy yield (e.g., oxygen, nitrate, and ironIII) and, second, sulfate reduction leads to production of S\textsuperscript{2-} ions that can react with dissolved Hg and lead it to precipitate (e.g., [100]). So here we consider the rate of methylation to be proportional to the activity of sulfate reducing biomass. To do this, mercury species are categorized into four groups of HgII, MeHg, Hg0 and HgS (cinnabar). In addition, to predict the sulfate reduction rate at each layer of sediments the cycling of the major terminal electron acceptors including oxygen, nitrate, iron, and sulfate should be modeled. The reaction network suggested by [113] for sediment diagenesis is adopted with some simplifications, with primary redox reactions listed in Table 1, speciation reactions in Table 2, and secondary redox reactions in Table 3. The main difference between the reaction network used herein and previous models such as MCM is that the methylation rate is considered as a function of the sulfate reduction rate and not of the concentration of sulfate ion. Due to the small concentration of mercury compared to the major components affecting its speciation, it is not necessary to consider the effect of mercury speciation reactions on the concentration of major species such as oxygen and organic matter.
### Table 1: Primary redox reaction network for major components affecting mercury cycling

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$OM + O_2 \rightarrow TIC + \frac{1}{(C:N)}NH_4^+$</td>
<td>$R_i = k_{\text{red}}[OM] \frac{[O_2]}{[O_2] + K_{i0}}$</td>
</tr>
<tr>
<td>$OM + 0.8NO_3^- \rightarrow TIC + \frac{1}{(C:N)}NH_4^+ + 0.4N_2$</td>
<td>$R_i = k_{\text{red}}[OM] \frac{[NO_3^-]}{[NO_3^-] + K_{i0}} \frac{[O_2]}{[O_2] + K_{i0}}$</td>
</tr>
<tr>
<td>$OM + 0.5FeOOH \rightarrow TIC + \frac{1}{(C:N)}NH_4^+ + 0.5Fe^{2+}$</td>
<td>$R_i = k_{\text{red}}[OM] \frac{K_{i0}}{[O_2] + K_{i0}} \frac{K_{i0}}{[NO_3^-] + K_{i0}} \frac{K_{i0}}{[Fe^{3+}]} \frac{[Fe^{2+}]}{[Fe^{3+}] + K_{i0}}$</td>
</tr>
<tr>
<td>$OM + 0.5SO_4^{2-} \rightarrow TIC + \frac{1}{(C:N)}NH_4^+ + 0.5H_2S$</td>
<td>$R_i = k_{\text{red}}[OM] \frac{K_{i0}}{[O_2] + K_{i0}} \frac{K_{i0}}{[NO_3^-] + K_{i0}} \frac{K_{i0}}{[SO_4^{2-}]} \frac{[SO_4^{2-}]}{[SO_4^{2-}] + K_{i0}}$</td>
</tr>
<tr>
<td>$OM \rightarrow 0.5TIC + 0.5CH_4 + \frac{1}{(C:N)}NH_4^+$</td>
<td>$R_i = k_{\text{red}}[OM] \frac{K_{i0}}{[O_2]} \frac{K_{i0}}{[NO_3^-]} \frac{K_{i0}}{[Fe^{3+}] + K_{i0}}$</td>
</tr>
</tbody>
</table>

### Table 2: Mercury speciation/methylation reactions

<table>
<thead>
<tr>
<th>Mercury Speciation Reactions</th>
<th>Equilibrium</th>
</tr>
</thead>
<tbody>
<tr>
<td>$HgS \xleftrightarrow{K_{0s}, K_{0d}} Hg^{2+} + S^{2-}$</td>
<td>$R_{\text{eq}} = k_{eq} \theta^{1-n} R_e [Hg^{2+}]$</td>
</tr>
<tr>
<td>$Hg^{2+} + OM \xrightarrow{K_{0s}, K_{0d}} MeHg$</td>
<td>$R_{\text{eq}} = k_{eq} [MeHg]$</td>
</tr>
<tr>
<td>$MeHg \xrightarrow{K_{0s}} Hg^{2+}$</td>
<td>$R_e = k_{\text{red}} [MeHg]$</td>
</tr>
<tr>
<td>$Hg^{2+} \xrightarrow{K_{0s}} Hg^{0}$</td>
<td>$R_e = k_{\text{red}} [Hg^{0}]$</td>
</tr>
<tr>
<td>$Hg^{0} \xrightarrow{K_{0s}} Hg^{2+}$</td>
<td>$R_e = k_{\text{red}} [Hg^{2+}]$</td>
</tr>
</tbody>
</table>
Table 3: Primary redox reaction network for major components affecting mercury cycling

<table>
<thead>
<tr>
<th>Secondary Redox Reactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( CH_4 + 2O_2 \xrightarrow{R_6} TIC )</td>
</tr>
<tr>
<td>( 4Fe^{2+} + O_2 \xrightarrow{R_7} 4FeOOH + 8H^+ )</td>
</tr>
<tr>
<td>( 2Fe^{2+} + H_2S \xrightarrow{R_8} 2FeS + 2H^+ )</td>
</tr>
<tr>
<td>( NH_4^+ + 2O_2 + TIC \xrightarrow{R_9} NO_3^- + TIC )</td>
</tr>
<tr>
<td>( H_2S + 2O_2 \xrightarrow{R_{10}} SO_4^{2-} + 2H^+ )</td>
</tr>
<tr>
<td>( H_2S + 2FeOOH + 4H^+ \xrightarrow{R_{11}} S_0 + 2Fe^{2+} )</td>
</tr>
<tr>
<td>( 2O_2 + 2FeS \xrightarrow{R_{12}} Fe^{2+} + SO_4^{2-} )</td>
</tr>
<tr>
<td>( FeS + S_0 \xrightarrow{R_{13}} FeS_2 )</td>
</tr>
<tr>
<td>( 7O_2 + 2FeS_2 \xrightarrow{R_{14}} 4SO_4^{2-} + 2Fe^{2+} )</td>
</tr>
<tr>
<td>( 4S_0 \xrightarrow{R_{15}} 3H_2S + SO_4^{2-} + 2H^+ )</td>
</tr>
</tbody>
</table>

3. Numerical Implementation

Equations (1) and (2) are solved using the finite differences method. Centered differences were employed for the dispersion terms, weighted equally at the old and new time step. The advection terms were treated using upwinding. The time derivative was discretized at \( t \) and \( t+1 \) time steps using the Crank-Nicholson scheme. The equations controlling the fate of species in the benthic sediments (8) and (9) form a set of one-dimensional equations each linked to one grid cell of the overlying water body. Due to the possibility of sharp fronts of concentrations in the sediments, especially in the sorbed phase, a higher-order method, QUICKEST, was utilized to solve these equations with Crank-Nicholson time-weighting. The coupling between the sediments and the water body was conducted using a non-sequential explicit method.

4. Demonstration Simulation (Colusa Basin Drain)

For demonstration purposes the model described above was applied to simulate the mercury cycling in the Colusa Basin Drain in Northern California. The Colusa Basin Drain transfers surface runoff and irrigation return flow from agricultural lands in the northern central valley to the Sacramento River (Figure 1). The sorption properties of the mercury were obtained from [3]. Sediment characteristics and concentrations in the Colusa Basin Drain were measured by [81] [82] Mirbagheri et al. (1988a, 1988b). In this study, a 30 km reach of the
drain is considered (Figure 1). The water body is considered one-dimensional and therefore one-dimensional versions of Eqs. (1) and (2) are considered. Also to simulate the water flow in the system, which dictate the velocities appearing in Eqs. (1) and (2), a kinematic wave model is utilized [106] (Singh, 1997). In addition, all the hyporheic flows are neglected, and therefore Eqs. (8) and (9) actually behave as a series of one-dimensional PDEs.

Figure 1: Location map of model domain and sampling stations in the Colusa Basin Drain.

4.1. Flow and sediment transport

Flow and sediment transport were modeled using the governing equations described in the previous section for a three-year simulation period (1996-98). The rating curve parameters for the river segments between stations with specified rating curves were obtained by interpolation. The upstream boundary condition for the kinematic wave model was obtained from the observed flow hydrograph provided by the U.S. Geological Survey (USGS 2000).

Figure 2 shows predicted versus measured total suspended solids at the CBD-1 station close to the downstream end of the modeling domain. Considering the uncertainties in the inflow concentrations of suspended
sediment and the variations in the sediment lateral inflow with time due to agricultural return flows, the agreement can be considered acceptable. Further, the agreement is of the same nature than comparisons reported elsewhere (see [28]). The model simulation reflects high-frequency variations that are not captured by the lower-frequency sampling, indicating that data collection techniques might benefit by either cumulative (averaged) sampling and/or higher-frequency sampling. Figure 3 shows the net deposition rate (deposition-erosion) over the reach for the period of modeling. The reason for larger deposition rates compared to resuspension is the amount of sediments carried by the lateral inflow.

Figure 2: Measured and modeled suspended sediment concentration at CBD-1 Station.

Deposition mainly takes place at kilometers 20 to 30 in the river due to smaller velocities in that region, and to larger erosion rates in the upstream reach that provide source material for the deposition zone. Higher erosion rates during high flow conditions, followed immediately by a higher rate of deposition in lower flow velocity regions (kilometers 20-30) after each high flow event can be noticed. Figure 3 shows the accumulation of sediments due to deposition and erosion processes during the modeling period. The largest deposition rate occurs in river kilometers 20-30 due to the lower flow velocity in that region.

4.2. Multi-component reactive transport

The forward and reverse solid-water mass exchange coefficients are assumed to be large enough to mimic equilibrium sorption conditions. It should be noted that all the organic matter in this demonstration study was assumed to be easily mineralizable and therefore only one organic carbon pool was considered for the
sake of simplicity. Other recent studies have considered up to three pools of organic matter with different mineralizability degrees [10] [113]. The effect of temperature on the methylation reaction rate was ignored in this simulation.

Figure 3: Net deposition (deposition-erosion) rate (g/m²/day) versus time along the reach during the simulation period. Positive values indicate deposition whereas negative values represent erosion.

Figure 4 shows the measured vs. modeled total and methylmercury in the water column, close to the downstream end of the domain. It can be seen that the model nicely predicts the total mercury concentration considering its ability to capture the concentration of suspended sediments. There is a large correlation between the total mercury and suspended solids. The majority of the total mercury is carried by the sediments. This fraction increases during the high flow conditions due to the resuspension of sediments containing mercury. Although the model does predict the magnitude of the methylmercury concentration relatively well, it sometimes misses the trends, as is common with the current state-of-the-art (see [28]). This can be attributed to ignoring the temperature effects and also the margin of error in measuring the concentration of methylmercury. The other factor can be the small scale heterogeneities affecting the methylmercury production considering the fact that its production requires certain chemical conditions including an anoxic region in the sediments. These
regions, involving dead zones and the areas where vegetation can slow down the flow, have scales smaller than the grid size and therefore cannot be captured in the model. On the other hand it should be noted that the spatial resolution determines the resolution of the gradients in sediment and its fluxes. Sampling schemes are typically designed on much smaller (e.g., bucket) scales than the scale of the numerical grid.

Table 4: Boundary conditions and other parameters used in the modeling study

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OM-particle associated (mMols/g)</strong></td>
<td>0.603</td>
<td>(a)</td>
</tr>
<tr>
<td><strong>OM-dissolved (mM)</strong></td>
<td>0.853</td>
<td>(a)</td>
</tr>
<tr>
<td><strong>O$_2$ (mM)</strong></td>
<td>0.390</td>
<td>(a)</td>
</tr>
<tr>
<td><strong>NO$_3$ (mM)</strong></td>
<td>0.103</td>
<td>(a)</td>
</tr>
<tr>
<td><strong>NH$_4$+ (mM)</strong></td>
<td>0.011</td>
<td>(a), calc’d</td>
</tr>
<tr>
<td><strong>Fe$^{3+}$ (mMols/g)</strong></td>
<td>0.003</td>
<td>(a)</td>
</tr>
<tr>
<td><strong>SO$_4^{2-}$ (mM)</strong></td>
<td>2.1</td>
<td>(a)</td>
</tr>
<tr>
<td><strong>K$_{OM}$ (L/kg)</strong></td>
<td>707</td>
<td>(a), calc’d</td>
</tr>
<tr>
<td><strong>K$_{NH_4^+}$ (L/kg)</strong></td>
<td>691</td>
<td>(b)</td>
</tr>
<tr>
<td><strong>$k_{OM}$ (Yr$^{-1}$)</strong></td>
<td>25</td>
<td>(b)</td>
</tr>
<tr>
<td><strong>$k_{NO_2^-}$ (mM$^{-1}$ Yr$^{-1}$)</strong></td>
<td>20</td>
<td>(b)</td>
</tr>
<tr>
<td><strong>K$_{SO_4^2-}$ (mM)</strong></td>
<td>0.002</td>
<td>(c)</td>
</tr>
<tr>
<td><strong>K$_{NO_2}$ (mM)</strong></td>
<td>0.02</td>
<td>(c)</td>
</tr>
<tr>
<td><strong>K$_{Fe^{3+}}$ (mM)</strong></td>
<td>0.002</td>
<td>(c)</td>
</tr>
<tr>
<td><strong>Bio/mechanical-dispersion coeff. (cm$^2$/Yr)</strong></td>
<td>145000e$^{-0.25}$</td>
<td>(b) modified</td>
</tr>
<tr>
<td><strong>D$_{O_2}$ (cm$^2$/Yr)</strong></td>
<td>369</td>
<td>(c)</td>
</tr>
<tr>
<td><strong>D$_{NH_4}$ (cm$^2$/Yr)</strong></td>
<td>309</td>
<td>(c)</td>
</tr>
<tr>
<td><strong>D$_{NO_3}$ (cm$^2$/Yr)</strong></td>
<td>309</td>
<td>(c)</td>
</tr>
<tr>
<td><strong>D$_{OM}$ (cm$^2$/Yr)</strong></td>
<td>298</td>
<td>(c)</td>
</tr>
<tr>
<td><strong>Organic Matter (C:N) ratio</strong></td>
<td>0.13</td>
<td>(b)</td>
</tr>
<tr>
<td><strong>$O_2$ atmospheric exchange coeff. (Yr$^{-1}$)</strong></td>
<td>8000</td>
<td>(d)</td>
</tr>
<tr>
<td><strong>$O_2$ saturation concentration (mM)</strong></td>
<td>0.9</td>
<td>calc’d from (d)</td>
</tr>
<tr>
<td><strong>K$_{Gd}$ (Hg$^{2+}$) (L/kg)</strong></td>
<td>125800</td>
<td>(e)</td>
</tr>
<tr>
<td><strong>K$_{Gd}$ (MeHg) (L/kg)</strong></td>
<td>125800</td>
<td>(e)</td>
</tr>
<tr>
<td><strong>$k_{ie}$</strong></td>
<td>186</td>
<td>(f)</td>
</tr>
<tr>
<td><strong>$k_{im}$</strong></td>
<td>0.365</td>
<td>(f)</td>
</tr>
</tbody>
</table>

(a) USGS, 2000; (b) Canavan et al., 2007; (c) Berg et al., 2003; (d) Chapra, 1996; (e) Allison and Allison, 2005; (f) Calibration.
Table 5: Parameters used to model cohesive sediment transport in the reach.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSS Concentration Lateral Inflows (mg/L)</td>
<td>1370 mg/L assumed</td>
</tr>
<tr>
<td>Erosion parameter $\tau_e / \rho C_f$ (m$^2$/s$^2$)</td>
<td>0.25 calibrated</td>
</tr>
<tr>
<td>Deposition parameter $\tau_w / \rho C_f$ (m$^2$/s$^2$)</td>
<td>0.30 calibrated</td>
</tr>
<tr>
<td>Deposition rate coefficient $\alpha_e$</td>
<td>1.0 (a)</td>
</tr>
<tr>
<td>Uniform lateral inflow rate (m$^3$/day.m)</td>
<td>$3 \times 10^{-6} Q_{upst}$ estimated from flow data</td>
</tr>
<tr>
<td>Erosion rate coefficient $E$ (gr/m$^2$.day)</td>
<td>43.2 calibrated</td>
</tr>
<tr>
<td>Spatial horizontal grid size (m)</td>
<td>1072</td>
</tr>
<tr>
<td>Number of horizontal grids (river reach)</td>
<td>30</td>
</tr>
<tr>
<td>Vertical grid size in sediments(m)</td>
<td>0.03</td>
</tr>
<tr>
<td>Number of vertical grid points</td>
<td>12</td>
</tr>
<tr>
<td>Minimum dry density of bed material (kg/L)</td>
<td>0.8 (b)</td>
</tr>
<tr>
<td>Maximum porosity $\theta_b$</td>
<td>0.631 (b)</td>
</tr>
<tr>
<td>Minimum porosity $\theta_\infty$</td>
<td>0.3 (b)</td>
</tr>
<tr>
<td>Porosity decrease rate $k_p$ (1/m)</td>
<td>10 (b)</td>
</tr>
</tbody>
</table>

(a) Partheniades, 2007; (b) within the reasonable range from the literature

![Figure 4: Measured total and methylated mercury at CBD-1 Station.](image-url)
5. Future Directions

5.1. Mercury bioavailability and methylation

The development of a more comprehensive understanding of the biotic and abiotic processes that control Hg transformations are noted by a majority of authors as a key point for further research. It is thus important to study these processes and to quantify the roles of the environmental factors that govern Hg transformation. Research has shown that Hg methylation and de-methylation occur in both the water column and sediments and can occur from a variety of biotic and abiotic pathways [84] [7].

It is clear that Hg reduction, oxidation, methylation, and de-methylation are governed by complex processes still to be determined and quantified. A detailed study of the effect of environmental factors such as temperature, bioavailable organic matter, total Hg (and Hg++) concentrations, and microbial activity on Hg transformation rates will contribute to model development and to MeHg remediation strategies continued worldwide.

The primary missing links in current mathematical model formulations of reaction networks include a) de-methylation in the water column and benthic zones; b) complete mercury speciation; and c) transience in amount and type of available organic matter and its interaction with the cycle. Other phenomena of importance may include phytoplankton cycling, which can increase organic matter concentrations within the water column and thus increase methylation rates. Phytoplankton may also provide a residence for sulfate reducing bacteria or other cells of interest, and deposition of phytoplankton from the water column to the benthos provides another source of organic matter at the interface. Although data about mercury methylation by phytoplankton are scarce [24], hypothesized relationships can be explored within reaction network models by adjusting solution concentrations or by developing and testing kinetic reactions.

5.2. Sediment particle size heterogeneity, compaction, erodibility and mercury transport

The size of particles significantly controls the mass exchange of contaminants between sediments and the bulk water. Smaller particles have a larger surface area per unit mass and therefore can absorb larger amounts of metals on their surfaces. The rate of mass transfer between the particles and the water body is also a function of particle size due to the fact that intra-particle diffusion controls the mass exchange [78]. On the other hand, the deposition/resuspension and the transport of particles are largely influenced by their size. These make it important for future models to consider multiple size mixtures of sediments, instead of assuming uniformly-sized particles. This is especially important in cases where high floods capable of resuspending a large range of particle sizes play a major role in the transport of sediments and, therefore, in the transport of
the mercury bound to them. Sediment resuspension predictors capable of handling multi-disperse sediment particles have been developed in the past (e.g., [41]) but not many efforts have been made to develop coupled sediment-contaminant models based on multi-disperse sediment mixtures. One reason can be the large computation expense involved in solving the mass exchange with a range of particle sizes and the lack of experimental data on the effect of sediment particle sizes on the sediment-water mass-exchange rates.

Although much progress has been made in modeling sediment dynamics in water bodies in terms of quantifying sediment fluxes, not much research has been conducted on the processes controlling the interactions among different size categories of suspended and bed sediments. This can especially be important in the fate of solid-bound contaminants that often exhibit variation in concentration with particle size. The mixing and sorting of the different fractions of top sediments is a controlling factor in the burial rates of mercury and also in how the resuspension of sediments releases mercury back to the overlying water. Also consolidation or cementation as a result of biomass growth can influence the stability or erodibility of sediments, this is an important factor in the fate of buried mercury contaminants in water bodies. These processes have not been studied in the context of classical sediment transport models, although they play a large role in the fate, transport, and attenuation of solid-bound contaminants.

The knowledge gained in the recent years regarding transport of cohesive sediment is comparatively less massive than that of non-cohesive particles. Cohesiveness is the result of small-scale mechanisms which promote interactions of generally chemical nature among particles. Formulas for resuspension of cohesive/non-cohesive sediments in large water bodies are lacking. In fact, most formulas have been developed from laboratory experiments, and there are reasonable questions as to whether these formulas are applicable to larger scales. Recent work [23] has shown that laboratory formulas for sediment resuspension can be adapted to predict resuspension in shallow lakes.

An almost completely unexplored field is the case of non-dilute mixtures (say, larger than 2-5% in volume concentration). Under these conditions, the transport of mercury could vary significantly due to the changes in the diffusivity of sediment occurring under non-dilute conditions. Very recent work by [58] suggests that while the Schmidt number is smaller than one for dilute mixtures, it is larger than one for non-dilute cases. (We recall herein that the Schmidt number is defined as the ratio between the eddy viscosity of the carrier phase and the diffusivity of the disperse phase.) More research is needed, of experimental and numerical nature, to clarify these issues.

Another unaddressed issue is the nature of rainfall events. Initial rainfalls tend to mobilize more source sediment from watersheds than later serial rainfalls, with an extreme case being the rain-on-snow event in which only the river-bed and river bank erosion contributes to sediment transport [19]. In the
case of serial flood events in a relatively short time period, the sediment transport can be by an order of magnitude lower than during the previous flood event. Therefore, the “history” of flood events needs to be recorded and considered, which is seldom done in sediment transport modeling. A possible way of increasing the reliability of the relation between flow and sediment transport is to use artificial intelligence tools, such as the “model-tree” technique [91] [119]. These techniques and models have successfully been applied in ecological modeling (e.g., [68] [31] [4]).

5.3. Mercury fate and transport in wetlands

5.3.1. Plant uptake and release of mercury

Lacking motility, plants control their surroundings by chemical means. Besides providing the structure for wetlands, trapping and holding particles, plants deliver oxygen and exude organic matter to the sub-surface. In addition, as they carry nutrient metals upward, they bring along mercury, to an unknown degree, in the methylated form. (Alternately, mercury may be methylated inside the plant.) The example in the literature shows a dramatic seasonal rise of percent methyl vs. total Hg in late spring [124]. In either case, these forms are bound to soluble organic matter or on colloidal particles and enter the plant with water being taken up for the normal process of transpiration. In one salt marsh example, the seasonal cycle of total Hg in the plant shoot (especially at the tips) has been studied [57]. The annual flux of mercury released as detritus was estimated to be comparable to atmospheric deposition, and may be in a more bioavailable form.

5.3.2. Wetting/drying cycles and mercury transformation/mobilization

Since mercury transformation is driven by oxidation/reduction conditions, the wetting/drying cycle due to weather (or irrigation), as well as tides in coastal areas, must be included in any modeling effort. Furthermore, wet/dry cycling produces net local transport, not merely mixing. As oxygen and subsequent electron acceptors are depleted in the sub-surface, the drying cycle delivers the former. Reduced species produced in lower layers are transported to the surface during the wetting half of the cycle.

Assuming fairly small particle concentrations, fluxes of mercury in an undisturbed sediment may be relatively low. However, upon seasonal wet/dry cycles, or irrigation-related flow changes, strong chemical gradients will move through the sediment strata as the aeration/inundation condition reverses. These intermittent episodes may be a stronger driver of microbial metabolism (and therefore mercury methylation) than the longer periods of diffusion-limited, steady-state flux. Additionally, where drying may change the cohesion of sediments, and high flows transport the majority of the time-averaged particle
flux, the average condition may be less important than the departures from it, given the low solubility of both organic and inorganic mercury.

5.4. Numerical approaches

Numerical sediment transport models usually use the Eulerian principle, with regular or irregular grids, although it is well known that biogeochemical transformation processes are easier to describe using particle-based Langrangean models. In the particle-based methods, each particle can carry a lot of information on various parameters (e.g., concentration of different Hg species, environmental variables, etc.). However, Lagrangean methods such as particle-tracking and SPH (smoothed particle hydrodynamics) can only be used to describe point- or small-scale pollution domains, such as oil spills [95] [118]. The SPH method (e.g., [83]) is particularly promising; it has so far been successfully applied to simulations of two- or even multi-phase flows on local scale [25], mud-flows [18], and flushing of sediment from retention basins or through bottom outlets of the dams [42]. By coupling the environmental and pollutant information to sediment particles and using the ever increasing processor-power, Lagrangean models will more effectively compete with Eulerian approaches in the simulation of particle-bound pollutants in aquatic environments.
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Appendix – List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_d$</td>
<td>bulk density of the sediment materials</td>
</tr>
<tr>
<td>$c_i$</td>
<td>dissolved concentration of chemical species $i$ in the benthic sediments</td>
</tr>
<tr>
<td>$C_i$</td>
<td>dissolved concentration of chemical species $i$ in the water column</td>
</tr>
<tr>
<td>$C_{i,at}$</td>
<td>equilibrium concentration of species $i$ in the atmosphere</td>
</tr>
<tr>
<td>$D_{xx}$</td>
<td>dispersion coefficient in x direction</td>
</tr>
<tr>
<td>$D_{yy}$</td>
<td>dispersion coefficient in y direction</td>
</tr>
<tr>
<td>$D_m$</td>
<td>molecular diffusion coefficient</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[M/L^3]$</td>
</tr>
<tr>
<td>$[M/L^3]$</td>
</tr>
<tr>
<td>$[M/L^3]$</td>
</tr>
<tr>
<td>$[M/L^3]$</td>
</tr>
<tr>
<td>$[L^2/T]$</td>
</tr>
<tr>
<td>$[L^2/T]$</td>
</tr>
<tr>
<td>$[L^2/T]$</td>
</tr>
<tr>
<td>Symbol</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>$Er_j$</td>
</tr>
<tr>
<td>$f_j$</td>
</tr>
<tr>
<td>$H$</td>
</tr>
<tr>
<td>$J_0$</td>
</tr>
<tr>
<td>$k_{a,i}$</td>
</tr>
<tr>
<td>$k_{b}$</td>
</tr>
<tr>
<td>$K_{Dij}$</td>
</tr>
<tr>
<td>$k_{ji}$</td>
</tr>
<tr>
<td>$k_{d}$</td>
</tr>
<tr>
<td>$M$</td>
</tr>
<tr>
<td>$P$</td>
</tr>
<tr>
<td>$Q$</td>
</tr>
<tr>
<td>$R_i$</td>
</tr>
<tr>
<td>$R_{a[i]}$</td>
</tr>
<tr>
<td>$s_{ij}$</td>
</tr>
<tr>
<td>$S_{ij}$</td>
</tr>
<tr>
<td>$S_{ij,in}$</td>
</tr>
<tr>
<td>$u_f$</td>
</tr>
<tr>
<td>$u_s$</td>
</tr>
<tr>
<td>$U$</td>
</tr>
<tr>
<td>$v_i$</td>
</tr>
<tr>
<td>$V$</td>
</tr>
<tr>
<td>$w_{pj}$</td>
</tr>
<tr>
<td>$z^*$</td>
</tr>
<tr>
<td>$z_0$</td>
</tr>
<tr>
<td>Symbol</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>$\alpha$</td>
</tr>
<tr>
<td>$\phi_j$</td>
</tr>
<tr>
<td>$\theta$</td>
</tr>
<tr>
<td>$\theta_0$</td>
</tr>
<tr>
<td>$\psi_{ij}$</td>
</tr>
<tr>
<td>$\rho_s$</td>
</tr>
<tr>
<td>$\tau_b$</td>
</tr>
<tr>
<td>$\tau_{cd}$</td>
</tr>
</tbody>
</table>
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Chapter 14

3D ECOLOGICAL MODELLING OF THE AVEIRO COAST
(PORTUGAL)

J.F. LOPES and ANA C. CARDOSO
CESAM, Department of Physics, University of Aveiro, Portugal

The present work is aimed to study the distribution of the temperature and the phytoplankton biomass in the near-shore Aveiro coastal zone (Portugal) using a three-dimensional ecological model. The study area is located in the western coast of the Iberian Peninsula, characterized by meteorological conditions of strong north/northwest prevailing winds, which favours the upwelling of nutrient enriched waters resulting from the divergences associated to the Ekman transport and, therefore, generating high nutrients availability. The results show that the model is able to reproduce the horizontal and the vertical temperatures and chlorophyll-a (Chl-a) patterns. They show, as well, the setup of a layer of cold water along the coastal side and the increasing of the declivity of the thermocline and the nutricline toward the coast. The model predicts satisfactorily the values for the maximum Chl-a concentration and the depth of the inshore subsurface chlorophyll maximum. The chlorophyll-a concentration shows maximum concentration values higher than 6 mg m$^{-3}$, during summer, near the coast. The subsurface chlorophyll-a maximum concentration is located within the euphotic zone, about 10 m bellow the surface, near the coast, deepening to value close to 40 m offshore.

1. Introduction

The development of three-dimensional ecological models has followed the availability of circulation models for the oceans and the shelf seas that could be used to force the ecological models. These models were setup, validated and extensively applied to the North Sea, the best studied shelf regimes, with a number of 3-D modelling efforts performed in the past decade in order to describe its ecosystem dynamics [13], and are now being used worldwide as tools to better understanding the ecological dynamics of coastal ecosystems. The models of the Greater North Sea have provided consistent regional and annual distributions of the dynamics of state variables representing the lower trophic levels, results which cannot be derived to this degree of coverage by observations. They have provided an understanding of the quantitative dynamics of primary production, especially about its spreading from the coasts to the northwest over the open North Sea [13]. Tett [23], Tett and Grenz [24] and Tett and Walne [25] have applied an ecological model to the southern North Sea and showed that the model realistically simulated the nitrate concentrations and the
mid-water chlorophyll maximum concentrations during the upwelling period. They evidenced the importance of the light availability in the bloom development, the influence of the net irradiance, which depends on the light extinction within the water column and on the thickness of the surface layer, in the upper mixed layer. Moll and Radach [13] have shown that although those models realistically simulate observations they do not reproduce accurately the nitrogen nutrients as well as the chlorophyll-a spatial distribution. Burchard et al. [3] applied two different biogeochemical models, a conservative nitrogen-based model to the North Sea, and a more complex model including an oxygen equation to the Baltic Sea, allowing for the reproduction of chemical processes under anoxic conditions. Although the models reproduce qualitatively observations, they attributed the lack of better quantitative agreement, for the maximum standing stock of phytoplankton for the North Sea and the average concentrations or the interannual variability of chlorophyll and nutrients for the Baltic Sea, to the strong dependence of biogeochemical parameters on the applied turbulence closure scheme. Their results show significant differences in all biogeochemical parameters when changing from the Mellor and Yamada [11] to the k–ε model for the North Sea, whereas for the Baltic Sea, using the k–ε model the diatom growth rate was increased as the mixing layer becomes deeper. The Iberian Atlantic coastal waters and, in particular, the Aveiro coastal ecosystem is a demanding area to model realistically [22], therefore, numerical models, namely ecological ones, are needed to be implemented. The main purpose of this paper is to apply a coupled three-dimensional physical and ecological model in the study of the temperature and chlorophyll-a spatial distribution at the Aveiro coastal zone and investigate the impact of the upwelling event and the nutrient availability in the distribution of the phytoplankton along the coast.

The study area corresponds to the western coast of the Aveiro ecosystem (Figure 1) and extends between 8º27’ and 9ºW W and 37ºN and 42ºN along the western side of the Portuguese Atlantic coast. The continental shelf is relatively wide (~60km) and gently sloping with an edge defined by the 200-m isobath, where the Aveiro Canyon (40º42’N) is the most significant topographic feature due to the fact that the slope gets very steep in just a few kilometres [14]. Climatologically the study area is located at the northern part of the northern-hemisphere subtropical high-pressure belt and its climate depends on the Azores anticyclone location. It is the northernmost limit of the Eastern North Atlantic Upwelling System [14]. The atmospheric current carried into the circulation of the Azores anticyclone corresponds, during winter, to small westerly winds and, during summer, to relatively strong north and north-westerly winds, with mean
intensity of about 5-6 m/s [16]. In March and April the winds over the whole region turn north-westerly and by May they are generally northerly with wind stresses near the coast at 41ºN of the order of 0.03 Pa. This pattern of northerlies remains unchanged through June, July and August, with maximum wind stresses of the order of 0.1 Pa in September. By October the winds relax in strength and a pattern similar to that of winter appears. There is a predominance of the southerly winds, during autumn and winter along the western coast of the Iberian Peninsula.

2. Materials and methods

2.1. The physical model

The physical model can be represented by a set of 3D hydrodynamic equations associated to the transport equation (which includes the heat and the radiative exchanges with the atmosphere). The hydrodynamic model is similar to the Blumberg and Mellor primitive equation models, which use the sigma coordinates and an embedded turbulent closure scheme [2]. The hydrodynamic model uses a time split technique, in order to ensure numerical stability, and calculates separately the external barotropic equations (2-D depth integrated equations), from the 3-D internal baroclinic equations. The transport model is solved using a TVD scheme, a weighted average between the Upwind- and Lax-Wendroff fluxes in the horizontal and between the upwind and the central fluxes in the vertical. The turbulence closure scheme used in this work is the widely known level 2.5 turbulence closure of Mellor and Yamada. The computational domain, with the origin situated at 40º38’N and 8º27’W, corresponds to an area centred at the Aveiro station, extending 40 km offshore and 130 km alongshore (Figure 1). It is represented by a uniform horizontal grid composed by 40x20 cells and a uniform 22 sigma levels distributed in vertical direction. The time steps for the model integration have to be small in order to guarantee the CFL criterion [2], based on stability analysis for linear surface-gravity waves [5, 10]. This criterion implies small time step for the 2-D mode (3 s), whereas for the 3-D mode the time steps may be greater (90 s), as in the last case the wave speed of the surface-gravity waves depends on the reduced gravity. The model was initialised with realistic data concerning the temperature as well as the chemical and the biological variables [10]. The wind intensity and direction were taken from the WRF model (Weather Research and Forecast Model), a nesting mesoscale and assimilation forecast model [16], which allows a mesh refinement enabling a high resolution output focused over the Aveiro region.
Figure 1. The study area at the Portuguese coast and the bathymetry (depth in m) between Vila do Conde (VC) and Figueira da Foz (FF), centred in Aveiro (Av).

The von Neumann boundary conditions, relating gradients of the horizontal currents or of a general scalar quantity to the respective fluxes are applied at both surface and bottom boundaries. At the open sea, specific boundary conditions must be supplied for both 2-D and 3-D hydrodynamic modes. For the 2-D mode a radiation condition based on the method of characteristic is applied, using depth-averaged value of currents [10, 17, 19]. The boundary conditions for the 3-D mode are then calculated in the form of a prescription of the deviation of the currents from their depth-averaged value [10]. The momentum exchanges between the atmosphere and the ocean are solved by calculating the wind stress, using several standard formulations, as Charnock [4], Geernaert [7] and Smith and Banke [21]. The incident solar radiation flux, $Q_{rad}$, used in this model follows the Rosati and Miyakoda formulation [18] whereas the radiative exchanges between the atmosphere and the ocean are solved by calculating the total incoming short-wave radiation flux at the ocean surface, using an empirical formula derived from Reed [15]. The solar irradiance within the water column contributes as source term of the temperature equation. It is expressed as the
sum of an infrared and a short-wave component. The non-solar heat flux (long wave emission, latent and sensible heats) lost by the surface is calculated using the well known empirical bulk formulations [1, 7, 8].

2.2. The ecological model

The biological sub-model is based on Tett conceptual model [23, 24] and has the following structure: a) internal non-conservative biological or chemical processes; b) photosynthesis by the absorption of PAR; c) physical transport by advection and diffusion; d) vertical sinking; e) deposition and erosion via a “fluff” layer; f) exchanges between the water column and the sediment layer (Figure 2). Its distinguishing features are the use: (1) of a microplankton compartment to include the biomasses and the microbial loop organisms activity as well as those for the phytoplankton, and (2) of variations in the chemical composition (especially, the nitrogen:carbon ratio) and of the microplankton and the detrital components to control many of the biological processes.

Figure 2. General feature of the biological model [10].
The present version of the biological model considers only nitrogen as a potentially limiting nutrient, and simulates changes in the concentration of ammonium (resulting directly from the zooplankton metabolic activity) and nitrate (deemed to include nitrite) formed by oxidation from ammonium. It contains eight state variables: micro-plankton carbon and nitrogen, detrital carbon and nitrogen, dissolved nutrients (nitrate, ammonium), dissolved oxygen and accumulated zooplankton nitrogen. The chlorophyll is not included as a state variable; it is derived from the microplankton carbon and nitrogen. One state variable for the inorganic particulate material is included in the sediment sub-model.

The micro-plankton growth rate calculates the minimum threshold limitation of both light intensity and nutrients:

$$
\mu = \min[\mu(I_p), \mu(Q)]
$$

where \( Q = N/B \) is the nitrogen quota defined as the ratio of the organic nitrogen \( N \) (mmol N) and the nitrogen microplankton carbon \( B \) (mmol C).

\( I_p \) is the photosynthetically active radiation (PAR) defined at the sea surface as:

$$
I_p = (1 - R_1)Q_{rad}
$$

where \( R_1 \) is defined as the infrared fraction of the solar irradiances and \( Q_{rad} \) the incident radiation at the sea surface.

Within the water column \( I_p \) satisfies an exponential law:

$$
\frac{dI_p}{ds} = (k_2 + k_3)I_p
$$

with \( k_2 \) the diffuse attenuation coefficient for the monochromatic light and \( k_3 \) defined as function of \( R_2 \), the exponential fraction of hyper-exponential decay, and of \( \Delta_{opt} \) the thickness of the absorption layer for hyper-exponential PAR decay:

$$
k_3 = -\frac{\ln(R_2)}{\Delta_{opt}}
$$

For a mixed population of autotrophs and heterotrophs, growth rate is the result of net growth less net respiration:

$$
\mu = \mu_a(1-\eta) - r_h\eta
$$

where \( r_h \) is the heterotrophic respiration losses:
with $r_{0h}$ corresponding to the basal respiration rate for heterotrophs and $b_h$ the heterotrophic respiration-growth slope.

The heterotrophic fraction $\eta$ is defined as:

$$\eta = \frac{B_h}{B_a + B_h}$$

with $B_a$ and $B_h$, respectively, the autotrophs and the heterotrophs carbon biomass.

Phytoplankton also needs light for growth, but under some conditions (e.g. during winter), light rather than nitrogen supply, limits the microplankton growth. The light intensity controlled growth is calculated as the sum of the photosynthetic production and respiration loss, by a formalism described by Droop [6] and Tett [23], which takes into account the photosynthetic efficiency and the ratio of chlorophyll to autotrophic carbon:

$$\mu_t(I_P) = (\alpha \chi_a I_P - r_a)(1 - \eta) - r_0 a$$

where $\alpha = k \epsilon \Phi (\text{nmol C} \mu \text{E}^{-1})$ is the photosynthetic efficiency, $\epsilon_x$ ($\text{m}^2 \text{mg}^{-1} \text{Chl}^{-1}$) the phytoplankton attenuation cross-section, $\Phi$ ($\text{nmol C} \mu \text{E}^{-1}$) the photosynthetic quantum yield and $k$ a conversion factor. The chlorophyll to autotroph carbon ratio, $\chi_a$, ($\text{mg Chl} \text{mmol C}^{-1}$) can be expressed as:

$$\chi_a = \chi_a (Q - q_h \eta)$$

where $\chi_a$ is the chlorophyll to autotroph nitrogen ratio ($\text{mg Chl} (\text{mmol N})^{-1}$) $q_h$ the heterotroph nitrogen to carbon quota and $r_a$ the autotrophic respiration losses:

$$r_a = r_{0a} + b_a \mu_t(I_P)$$

with $r_{0a}$ corresponding to the basal respiration rate for autotrophs and $b_a$ the autotrophic respiration-growth slope.

The nutrients controlled growth is calculated as a function of the nutrients cell quota and the respiration loss. The nutrient uptake is calculated by a Michaelis-Menten type kinetics function. Under nitrogen-limiting conditions, growth rate should, ideally, be calculated as a fraction of the maximum specific growth rate depending on the cell nutrient quota, less respiration:
\[ \mu_z(Q) = \mu_{\text{max, } a} f(T)(1 - \frac{Q_{\text{min, } a}}{Q_a})(1 - \eta) - r_h \eta \]  \hspace{1cm} (11) 

where \( Q_a \) is the (variable) autotrophic cell quota, \( Q_{\text{min, } a} \) the minimum cell nitrogen content, \( \mu_{\text{max, } a} \) the maximum nutrient controlled growth and \( f(T) \) the temperature growth factor given by:

\[ f(T) = e^{q_T(T - T_r)} \]  \hspace{1cm} (12)

With \( q_T \) the growth rate coefficient of the temperature growth factor and \( T_r \) the reference temperature of the temperature growth factor.

The heterotrophic respiration is defined as:

\[ r_h = \frac{\mu_h (1 + b_h) - r_{\text{th}}}{q} \]  \hspace{1cm} (13)

where \( q^* = Q_a/q_h \).

Several other processes are included in the model, namely, phytoplanktonic grazing by micro- and meso-zooplankton, detritus, remineralization and seabed processes. As the model is essentially a tool for water column microbiology, it does not explicitly represent the benthos, the animals and microorganisms living on and in the seabed, nor does it describe the dynamics of the larger planktonic animals (mesozooplankton and others) [10].

In order to account for the fate of the microplankton and detritus, as they sink to the seabed and accumulate there, as well as for the exchanges between the water column and the seabed, a loosely-packed layer named as “fluff” layer was defined in the microplankton and detritus compartments and in the sediment model. It is an unconsolidated layer, of few millimetres thick, situated at the bases of the water column, immediately above the sediment surface, which can be rapidly eroded during periods of strong currents and turbulent mixing. In the model the “fluff” layer has a very simplified representation and is included as a compartment of negligible physical thickness, as the material is considered to sink into this layer as a flux rather than a concentration [10]. On the other hand, zooplankton is not modelled but mesozooplankton grazing pressure is imposed.

The ecosystem described by the model is therefore “open” at the second trophic level. The zooplankton nitrogen variable accumulates potential losses at this level. The chlorophyll concentration is not directly simulated, but is derived algebraically from the microplankton carbon and the nitrogen concentrations.

The sediment model determines the time evolution and the transport of inorganic particulate material.
Having quantified all the source and sink terms related to each dissolved, suspended and particulate substances, the concentrations are updated in time by solving the transport equation for each state variable, which computes the physical transport by advection and diffusion.

The water column concentration of each state variables $\Psi$ ($\Psi$ represents biological state variables, sediments or contaminant concentrations) is, therefore, determined by solving a transport equation summarized as:

$$ (I + A_h + A_v + A_s + D_v + D_h) = P(\Psi) - S(\Psi) $$  \hfill (14)

where the left side of the equation represents the time derivative $I$, the advective terms $A_h$ and $A_v$, the vertical sinking/upwelling term $A_s$, the diffusive terms, $D_v$ and $D_h$. This equation includes all the contributions of the source terms $P(\Psi)$ and the sink terms $S(\Psi)$ for the biological variables, the sediments or the contaminants.

### 3. Results

The results presented in this section concern the physical and the biological responses of the model to typical upwelling and downwelling wind situations along the western Iberian coast. Figure 3 shows a temporal series of wind speed and direction for the Aveiro coastal zone, representing a typical upwelling situation along the coast.

![Figure 3. Temporal series of wind speed and direction for a typical summer situation at the Aveiro coastal zone.](image)

Figure 4(a) shows the computed surface, middle and bottom maps of the horizontal temperature distributions, whereas Figure 5(a) shows maps of cross
shelf vertical sections. They evidence a typical upwelling situation characterized by the setup of a layer of cold water along the coastal side and a warm mixed layer offshore.

Figure 4. Summer surface distribution of: (a) Temperature, (b) NO$_3$ concentration (mmol m$^{-3}$), (c) Chl-a concentration (mg m$^{-3}$) and (d) DO concentration (g m$^{-3}$).
It can be observed the setup of a thermal stratification pattern characterized by a stratified warm mixed layer, located within the upper 30 m, superimposed to a homogeneous cold deep water layer. The surface temperature distribution is characterized by low inshore values, 15-16°C, and high offshore values, 17-19°C. The warm water is the result of the strong divergences associated to the Ekman transport, driven by the north-westerly winds. It is also evident the increase of the declivity of the isotherms close to the coast, resulting from the upwelling of the deep water into the surface layer.

Figure 4(c) shows the computed surface maps of the horizontal temperature, nitrates (NO₃), chlorophyll-a (Chl-a) and dissolved oxygen (DO) distributions, whereas Figure 5(c) shows maps of cross shelf vertical sections. The maps evidence a typical situation of summer phytoplankton bloom. The upwelling of rich in nutrients deep waters along the coastal side induces the shoaling of the nutricline, resulting in a situation of increasing nutrient availability near the surface layer.
The vertical section of NO$_3$ (Figure 5(b)) evidences the shoaling of the nutricline resulting from the upwelling of deep water. The vertical Chl-α distribution (Figure 5(c)) shows the setup of a layer of subsurface chlorophyll-a maximum, mainly located within the euphotic zone. Its depth is about 10 m bellow the surface near the coast, deepening to values close to 40 m offshore (Figure 4(c)). The low NO$_3$ concentration values, near the coast, through the entire water column reflect, therefore, its depletion by the phytoplankton. As during summer there is no light limitation situation in the Aveiro coast, the upwelling event, is, therefore, a favourable situation for the phytoplankton growth as well as for its bloom occurrence.

![Figure 6. FF, Av and VC cross shelf vertical sections for winter of: Temperature (a-c), NO$_3$ concentration (mmol m$^{-3}$) (d-f), Chl-a concentration (mg m$^{-3}$) (g-i) and DO concentration (g m$^{-3}$) (j-l).](image)
Figure 6 shows a winter situation, for which winds are predominantly southerly (not shown) along the Aveiro coast, representing a typical downwelling situation. The vertical distributions show that temperature is nearly homogeneous throughout the water column. The surface temperature is low, when compared to the summer situation, and varies between 14 °C (offshore) and 12 °C (inshore). In this situation the thermocline is almost inexist ent. The surface NO3 concentration is homogeneous, with values of the order of 3.5–4 mmol m$^{-3}$ (Figure 6). Contrarily to the summer scenario, the winter scenario shows high NO$_3$ surface concentrations, since the nutrients consumption by phytoplankton is lower. The surface Chl-a concentration stretches in a layer close the coast, where a maximum concentration of about 1 mg/m$^3$ is observed (Figure 7).

The maximum Chl-a concentration deepens, reflecting the deepening of the nutricline, as in a typical downwelling situation the phytoplankton must sink in order to get nutrients. Offshore the Chl-a concentration is homogeneous and low with values lower than 1 g m$^{-3}$.

4. Discussion and Conclusions

The main goal of this study is to apply a 3-D coupled biological–physical model in order to simulate the temperature and the phytoplankton distributions in the Aveiro coastal zone. The results show that the model it is capable of simulating the main pattern observed for the Aveiro coast. It has realistically simulated the response of the system to a summer upwelling situation as well as to a winter downwelling situation. The results evidence that, during an upwelling event the
surface temperature distribution is characterized by isothermal patterns nearly parallel to the coast, and an increasing of their declivity toward the coast, which generates an offshore thermal stratification and an inshore well mixed structure. The model results provide a value for thermocline depth varying between 20 to 30 m below the sea surface and allow to estimate the depth of the euphotic zone, between 20 to 40m, values which are of the same order as those observed by Moita [12]. Nevertheless, it underestimates the surface mixed layer depth, which can be attributed to the Mellor-Yamada closure scheme, as pointed out by some authors [3, 26]. The model predicts satisfactorily the observed values of the maximum Chl-a concentration, the depth of the inshore subsurface chlorophyll maximum (25 m), even though underestimating its offshore value (40 m instead 50 m). It is evident the setup of a layer of high phytoplankton concentration near the coast and a chlorophyll-a maxima extending offshore, along the picnocline and the nutricline. The high values of the Chl-a concentrations, associated with low temperature values near the coast, confirm that nutrients are upwelled from underlying deeper waters and evidence the role of light and nutrients availability in the plankton growth. During summer the nutrient availability near the surface waters is crucial for the phytoplankton bloom, as the light is not a limiting condition in this season.

In overall, the results evidence the role played by the physical processes in the phytoplankton blooms, for which the atmospheric forcing is the key factor controlling this event, which occurs after a situation of northerly winds, when both light and nutrients become available. Although light availability is necessary for the phytoplankton productivity, nutrients availability within the mixing layer is, therefore, essentially to the phytoplankton blooms occurrence.

Acknowledgements

This work was supported by the Fundação para a Ciência e Tecnologia, Portugal (FCT), through the project SIMCLAVE (POCI/MAR/56296/2004).
### List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Photosynthetic efficiency for the light controlled growth rate</td>
<td>mmol C (mg Chl)(^{-1}) day(^{-1}) (W/m(^2))(^{-1})</td>
</tr>
<tr>
<td>$b_a$</td>
<td>Slope of the respiration-growth relationship for autotrophs</td>
<td>-</td>
</tr>
<tr>
<td>$b_h$</td>
<td>Slope of the respiration-growth relationship for heterotrophs</td>
<td>-</td>
</tr>
<tr>
<td>$B$</td>
<td>Microplankton carbon biomass</td>
<td>mmol C m(^{-3})</td>
</tr>
<tr>
<td>$\Delta_{\text{opt}}$</td>
<td>Thickness of the optical layer for the PAR decay</td>
<td>m</td>
</tr>
<tr>
<td>$\varepsilon^a$</td>
<td>Phytoplankton attenuation cross-section</td>
<td>$m^2$ mg(^{-1}) Chl(^{-1})</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Photosynthetic quantum yield</td>
<td>nmol C $\mu$E(^{-1})</td>
</tr>
<tr>
<td>$I_p$</td>
<td>Photosynthetically active radiation (PAR)</td>
<td>W/m(^2)</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Optical attenuation coefficient for infrared radiation</td>
<td>m(^{-1})</td>
</tr>
<tr>
<td>$k_2$</td>
<td>Diffuse attenuation coefficient for monochromatic light</td>
<td>m(^{-1})</td>
</tr>
<tr>
<td>$k_3$</td>
<td>Diffuse attenuation coefficient for PAR.</td>
<td>m(^{-1})</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Micro-plankton growth rate</td>
<td>day(^{-1})</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Ratio of heterotroph to microplankton biomass</td>
<td>-</td>
</tr>
<tr>
<td>$q_a$</td>
<td>Autotroph nitrogen to carbon quota</td>
<td>mmol N (mmol C)(^{-1})</td>
</tr>
<tr>
<td>$q_h$</td>
<td>Heterotroph nitrogen to carbon quota</td>
<td>mmol N. (mmol C)(^{-1})</td>
</tr>
<tr>
<td>$Q$</td>
<td>Nitrogen quota</td>
<td>mmol N. (mmol C)(^{-1})</td>
</tr>
<tr>
<td>$Q_a$</td>
<td>Autotrophic cell quota</td>
<td>mmol N (mmol C)(^{-1})</td>
</tr>
<tr>
<td>$Q_{\text{out}}$</td>
<td>the incident radiation at the sea surface</td>
<td>W/m(^2)</td>
</tr>
<tr>
<td>$r_a$</td>
<td>Autotrophic respiration losses</td>
<td>day(^{-1})</td>
</tr>
<tr>
<td>$r_h$</td>
<td>Heterotrophic respiration losses</td>
<td>day(^{-1})</td>
</tr>
<tr>
<td>$r_{0a}$</td>
<td>basal respiration rate for autotrophs</td>
<td>day(^{-1})</td>
</tr>
<tr>
<td>$r_{0h}$</td>
<td>basal respiration rate for heterotrophs</td>
<td>day(^{-1})</td>
</tr>
<tr>
<td>$R_1$</td>
<td>Infrared fraction of the solar radiation</td>
<td>-</td>
</tr>
<tr>
<td>$R_2$</td>
<td>Rapid attenuation of PAR in the near surface layer</td>
<td>-</td>
</tr>
<tr>
<td>$\chi_a$</td>
<td>Chlorophyll to nitrogen ratio for autotrophs</td>
<td>(mg Chl) (mmol C)(^{-1})</td>
</tr>
</tbody>
</table>
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EXPERIMENTAL CALIBRATION OF A SIMPLIFIED METHOD TO EVALUATE ABSOLUTE ROUGHNESS OF VEGETATED CHANNELS

SERGIO DE FELICE, PAOLA GUALTIERI and GUELFO PULCI DORIA

Hydraulic, Geotechnical and Environmental Engineering Department, University of Naples Federico II, Naples, Italy

This chapter deals with the calibration of a new simplified experimental method to evaluate absolute roughness of vegetated channels. The method is based on boundary layer measurements in a short channel rather than on uniform flow measurements, as usual. The proposed method can be applied to any kind of rough bed, but it is particularly useful in vegetated beds where long channels are difficult to prepare. In this paper a calibration coefficient is experimentally obtained. In order to perform suitable comparisons with literature data relationships between $\varepsilon$ absolute roughness and Manning’s $n$ coefficient are deepened. The results are successfully compared with literature experimental data with a very good fit. Finally, a particular dependence of $\varepsilon$ values on the vegetation density are explained through further experiences. In conclusion it is possible to state that the proposed method, once calibrated, can provide reliable prediction of absolute roughness in vegetated channels.

Keywords: absolute roughness, boundary layer, calibration, Coriolis coefficient, cylinder, flow resistance, friction factor, LDA, Manning roughness factor, uniform flow, vegetated bed

1. Introduction

In the past, vegetation on river beds was considered an unwanted source of flow resistance. For this reason, vegetation was commonly removed to improve the water conveyance.

Nowadays, vegetation is regarded as a means to provide stabilization for banks and channels, habitat and food for animals, and pleasing landscapes for recreational use. Therefore, the preservation of vegetation plays a very important role in the water systems ecology.

For this reason, the study of the effects of vegetation on the river hydrodynamics represents one of the most important topics hydraulic engineers studies today. The characteristics of flows over vegetated beds have been deepened with either experimental and numerical methods. Numerous studies have been carried out to examine the streams flow resistance on a vegetated bed, and the main hydrodynamic characteristics of these streams, such as the mean flow, the turbulent structures and the sediment transport [1] [2] [4] [5] [9] [10]
2. Generalities and State of the Art about Resistance Formulas

In a review of Yen [39] it is observed that each resistance coefficient can be considered either as cross section coefficient or as reach one, and that the usual resistance formulas can be considered as reach formulas to be applied to uniform flows. It is possible to apply them also not to uniform flows, although to a very short reach, practically to a single cross section: therefore, in this case, the resistance coefficient can vary in the subsequent cross sections of the flow.

Referring to the reach formulas, the most frequently used, relating open-channel flow velocity $V$ to flow resistance coefficients, are the Darcy-Weisbach, Manning and Chézy ones:

$$
\frac{8g}{f} R S ; \quad \frac{1}{n} S^{1/2} R S ; \quad C \sqrt{RS}
$$

where $f$, $n$, and $C$ are the Weisbach, Manning and Chézy flow resistance coefficients, and $R$ = hydraulic radius, $S$ = slope, $g$ = gravitational acceleration.

In case of cross section formulas, the slope $S$ must be substituted by the head slope $J$.

Comparing these formulas, it is possible to obtain the following expressions:

$$
\sqrt{f} - \frac{n}{C} \frac{\sqrt{g}}{R^{1/6}} = \frac{\sqrt{g}}{C}
$$

Among these flow resistance formulas, the authors choose the Darcy-Weisbach approach, as it is the most suitable for an exact evaluation of the flow resistances. In this approach, the friction factor $f$ is related to the absolute roughness, here called $\varepsilon$, through the Colebrooke-White formula:

$$
\frac{1}{\sqrt{f} R} = -K \log \left( \frac{\varepsilon/4R}{a} + \frac{b}{Re \sqrt{f}} \right)
$$

with $Re$ Reynolds number defined as $Re = 4VR/\nu$, and $\nu$ kinematic viscosity of the fluid.

The values of the constants $a$, $b$ and $K$ have been the object of many experimental surveys. In particular, in [39] values for $a$, $b$ and $K$ obtained by other researchers either for open channels with different ratios aspect and wide open channels, are suggested. In Moody-type diagram, relative to circular full pipes, the values $K = 2; \quad a = 3.71; \quad b = 2.51$ are used.
According to [25], it is always possible to use the values of Moody-type diagram relative to circular full pipes also for open channels flows. This requires adoption of a shape parameter $\psi$ depending on the aspect ratio, so that the Colebrook-White formula becomes:

$$\frac{1}{\sqrt{f}} = -2\log\left(\frac{1}{\psi} \left(\frac{e/4R}{3.7l} + \frac{2.51}{Re\sqrt{f}}\right)\right)$$

In particular, $\psi$ assumes the value 0.83 for wide rectangular channels. The values of the so obtained friction factor $f$ are very similar to those suggested by Yen for wide channels.

Referring to the previous considerations, in a water current, also the vegetation may be regarded as a kind of bed roughness that produces a resistance against the flow, and many papers dealt with the problem of attaining the corresponding resistance coefficients and/or the absolute roughness [1] [17] [18] [19] [20] [22] [23] [24] [26] [36].

3. Aim and Expected Results of the Paper

Usually the resistance coefficient is evaluated in uniform flow. In [7], a methodology to determine the flow resistance coefficient by investigation of a boundary layer developing in a short channel over a vegetated bed, was proposed and implemented.

As the channel length required to produce a boundary layer is shorter, therefore, shorter laboratory channels are needed. Therefore this methodology would simplify the determination of the flow resistance coefficient.

In this chapter, the methodology is upgraded in the following way: i) evaluation of a calibration factor through measurements on a uniform flow developing in a long channel with varying slope over a vegetated bed; ii) comparison of the calibrated absolute roughness values in seven different bed cases are compared with literature data.

Finally, some further considerations about the obtained values of the friction factor are reported.

4. Synthesis of the Methodology to Evaluate the Absolute Roughness Through Boundary Layer Measurements

The methodology [7], here synthetically described, was based on experimental data performed in a short channel, on an equilibrium boundary layer flow either with a smooth or a vegetated bed [6] [16].
In particular, equilibrium boundary layer is characterized by horizontal free surface. Therefore, it was necessary to suitably incline the channel to balance the head losses generated by the vegetation. The boundary layer developed along the first 50cm of the channel, where it attained the depth of the current.

The vegetation was modelled by means of 4mm diameter brass cylinders with three different heights (5mm, 10mm, 15mm) placed according to two different regular geometries (respectively, a rectangular mesh 5*2.5cm$^2$ and a square mesh 2.5*2.5cm$^2$), hereafter respectively called single density (s.d.) and double density (d.d.). Consequently, the projected vegetation area per water unit volume in the flow direction [38] were, respectively, 3.2m$^{-1}$ and 6.4m$^{-1}$. Combinations of three different heights and two different densities produced six different vegetated beds.

In all the seven considered flow conditions (smooth bed and six different vegetated beds), the velocity of the free-stream was at 1.424m/s. The Reynolds number, evaluated as in eq. (3) and with $R=h$ was equal to 263,000. The channel slopes’ values are reported in Table 1.

The test sections were set at 20, 30, 40 and 50cm from the channel inlet. In each test section, two measurement verticals were considered, differently positioned with respect to the cylinders. The first one was set at the centre of either a rectangular or a square mesh. The second one was set along a cylinder row and at the centre of the lateral side of the same rectangular or square mesh. It is clear that, in case of a smooth bed, there was no need of such a second measurement location.

Either in the case of smooth or vegetated bed, in each test section, along the chosen verticals, instantaneous velocities were measured in 20÷30 experimental points, through a suitable LDA system, and, in each point, the local mean velocity was obtained.

All these measurements were elaborated computing in each test section, the Coriolis $\alpha$ coefficient, and, afterwards, interpolating the subsequent $\alpha$ values through a parabolic function. Moreover, it was shown that in case of equilibrium boundary layer, the generic section friction factor $f$ could locally be obtained through the following equation:

$$f = 8\alpha S - 4h \frac{d\alpha}{ds}$$

where $S$ is obviously the slope of the channel, and $s$ and $h$ are, respectively, the distance from the inlet of the channel and the flow depth, of the generic section.

Therefore, on the ground of the parabolic interpolation, a particular reference section could be identified where the condition $d\alpha/ds = 0$ held and the
simplified equation, \( f = 8 \alpha S \), was valid. As flow in this reference section most closely resembled uniform flow (where \( \alpha = \text{const} \)), the corresponding friction factor \( f \) was assumed to be a representative reach-value of a uniform flow, having the same flow rate and water depth.

As final results, the friction factors were reported in Table 1, together with the slopes of the channel, the depths of the reference sections, and the absolute roughness, obtained through eq. (4).

Table 1. Values of bed’s slope \( S \), reference section depth \( h_0 \), friction factor \( f \), and \( \epsilon_b \), absolute roughness.

<table>
<thead>
<tr>
<th></th>
<th>( S )</th>
<th>( h_0 ) (m)</th>
<th>( f )</th>
<th>( \epsilon_b ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>0.0025</td>
<td>0.00481</td>
<td>0.02038</td>
<td>0.000139</td>
</tr>
<tr>
<td>bottom</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>0.0092</td>
<td>0.05083</td>
<td>0.07783</td>
<td>0.010102</td>
</tr>
<tr>
<td>Density</td>
<td>0.0160</td>
<td>0.05507</td>
<td>0.14202</td>
<td>0.031961</td>
</tr>
<tr>
<td>10mm</td>
<td>0.0227</td>
<td>0.05716</td>
<td>0.21518</td>
<td>0.058847</td>
</tr>
<tr>
<td>15mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Double</td>
<td>0.0115</td>
<td>0.05050</td>
<td>0.09626</td>
<td>0.015215</td>
</tr>
<tr>
<td>Density</td>
<td>0.0205</td>
<td>0.05428</td>
<td>0.18411</td>
<td>0.045692</td>
</tr>
<tr>
<td>10mm</td>
<td>0.0295</td>
<td>0.05727</td>
<td>0.28642</td>
<td>0.082069</td>
</tr>
<tr>
<td>15mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Experimental Calibration of the Methodology

In order to test and to calibrate the methodology synthetically described, measurements were performed in a uniform flow developing in a long channel with varying slope, endowed with the single density (s.d.) 15mm high vegetation type (Figure 1).
The channel had plexiglas walls and bed and was 40cm wide, 8m long and its walls are 40cm high. Moreover, it was fed by a tank connected to the hydraulic circuit of the laboratory. At the exit of the channel, there was a draining tank from which the water flows through a system of free surface channels straight into the tanks of the laboratory. In particular, the water was taken (through a system of lifting pumps with nominal capacity from 0.025 to 0.075m$^3$/s) from one of the backwater tanks of the laboratory, and it was sent (passing through a device to measure the flow-rate) to the feeding tank, hold at a constant water level.

As the channel was sufficiently long, it was always possible to obtain a uniform flow condition. In case of supercritical flow, the current attained the uniform flow condition naturally. In case of subcritical flow, the use of a sluice-gate at the end allowed it to attain the uniform flow. The test section was located in the reach of uniform flow.

It was decided to measure the absolute roughness in six different flow conditions: three in a subcritical flow and three in a supercritical flow, with different flow-rates and currents depths. The absolute roughness was calculated through eq. 4, experimentally measuring the other terms (slope and mean section velocity as ratio between flow-rate and section area).

The flow conditions, and the results of measurements and calculations are reported in Table 2.

Table 2. Results of the performed experimentations.

<table>
<thead>
<tr>
<th>Test n.</th>
<th>Flow conditions</th>
<th>$S$</th>
<th>Flow-rate [m$^3$/s]</th>
<th>$h_c$ [m]</th>
<th>$V_u$ [m/s]</th>
<th>$\varepsilon_{unif}$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>subcritical</td>
<td>1%</td>
<td>0.0226</td>
<td>0.0785</td>
<td>0.719</td>
<td>0.035</td>
</tr>
<tr>
<td>2</td>
<td>subcritical</td>
<td>1%</td>
<td>0.0330</td>
<td>0.0970</td>
<td>0.850</td>
<td>0.035</td>
</tr>
<tr>
<td>3</td>
<td>subcritical</td>
<td>1%</td>
<td>0.0450</td>
<td>0.1155</td>
<td>0.974</td>
<td>0.035</td>
</tr>
<tr>
<td>4</td>
<td>supercritical</td>
<td>2%</td>
<td>0.0226</td>
<td>0.0644</td>
<td>0.876</td>
<td>0.033</td>
</tr>
<tr>
<td>5</td>
<td>supercritical</td>
<td>2%</td>
<td>0.0330</td>
<td>0.0803</td>
<td>1.027</td>
<td>0.035</td>
</tr>
<tr>
<td>6</td>
<td>supercritical</td>
<td>2%</td>
<td>0.0450</td>
<td>0.0954</td>
<td>1.178</td>
<td>0.035</td>
</tr>
</tbody>
</table>

As the $\varepsilon_{unif}$ values coincide one another, within the experimental accidental errors, their mean value (0.0347m) was considered as $\varepsilon$ true value.

This true value was compared with the correspondent one previously obtained through the boundary layer measurements relative to the same vegetation type (0.058847m in Table 1). The result of this comparison was that the value relative to uniform flow ($\varepsilon_{unif}$) appeared to be a little smaller than the correspondent one relative to boundary layer ($\varepsilon_{bl}$) probably due to the
circumstance that the $\alpha$ value computed in the boundary layer was slightly higher than the one relative to uniform flow. It is noteworthy that this difference, at a first sight not at all slight, is strongly mitigates by the presence of the logarithm in the Colebrook-White equation.

In any case, at least at this stage, the ratio ($0.590$) between $\varepsilon_{\text{unif}}$ and $\varepsilon_{\text{bl}}$ was assumed as a calibration factor for the methodology.

Using this calibration factor, $\varepsilon_{\text{cal}}$ values were calculated either in case of smooth bed or in the six models of vegetated bed (Table 3).

<table>
<thead>
<tr>
<th>Bed Type</th>
<th>$\varepsilon_{\text{bl}}$ (m)</th>
<th>$\varepsilon_{\text{unif}}$ (m)</th>
<th>$\varepsilon_{\text{unif}}/\varepsilon_{\text{bl}}$</th>
<th>$\varepsilon_{\text{cal}}$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth Bottom</td>
<td>0.000139</td>
<td>-</td>
<td>-</td>
<td>0.000082</td>
</tr>
<tr>
<td>Single Density</td>
<td></td>
<td>0.010102</td>
<td>-</td>
<td>0.005957</td>
</tr>
<tr>
<td></td>
<td>0.031961</td>
<td>-</td>
<td>-</td>
<td>0.018846</td>
</tr>
<tr>
<td></td>
<td>0.058847</td>
<td>0.0347</td>
<td>0.590</td>
<td>0.034700</td>
</tr>
<tr>
<td>Double Density</td>
<td>0.015215</td>
<td>-</td>
<td>-</td>
<td>0.008972</td>
</tr>
<tr>
<td></td>
<td>0.045692</td>
<td>-</td>
<td>-</td>
<td>0.026943</td>
</tr>
<tr>
<td></td>
<td>0.082069</td>
<td>-</td>
<td>-</td>
<td>0.048393</td>
</tr>
</tbody>
</table>

Finally, in Figure 2, $\varepsilon_{\text{cal}}$ values of each vegetated bed are reported as a function of the cylinders height and density, including also the case of smooth bed.

![Figure 2. Absolute roughness values and interpolating functions.](image-url)
The experimental points are very well aligned along straight lines which join themselves about in a single point on the abscissa axis. Probably the $\epsilon_{\text{cal}}$ value is almost zero if the cylinders height is no more than 3mm, because of the presence of the laminar sublayer. The two straight lines show an increasing trend with the cylinders height, more accentuated in case of double density with respect to single density. Over the height of 3mm cylinders, $\epsilon_{\text{cal}}$ values can be computed, in relation to the two vegetation densities, through following relationships:

$$\epsilon_{\text{s,d.}} = 2.874 h - 0.0089$$  \hspace{1cm} (6)

$$\epsilon_{\text{d,d.}} = 3.942 h - 0.0113$$  \hspace{1cm} (7)

where $\epsilon_{\text{s,d.}}$ and $\epsilon_{\text{d,d.}}$ represent the absolute roughness values in (s.d.) and (d.d.) cases.

6. Relation between Roughness Coefficients $n$ and $\epsilon$

The obtained absolute roughness will be compared with Manning’s $n$ literature data, therefore, it is interesting to deepen here the relations between $\epsilon$ and $n$.

It is known that the Manning’s $n$ depends not only on the bed roughness but also moderately on the hydraulic radius of the flow.

Ven Te Chow [3] already proposed some considerations about this matter:

“On the contrary, in planning problems, it was pointed out that $n$ depends on the depth of the current flow, on the shape of the section and on the channel slope, which would make impossible to supply a univocal solution of the measuring problem.

However, it is also clear that $n$ is linked to the product of the current mean velocity by the hydraulic radius.

In particular, this relation is specific for a certain type of vegetation, and it seems to be independent of the shape of the section and the channel slope.

Practically speaking, it was noticed that the curves $n$-$VR$ relative to channels characterized by different types of vegetation and different shapes of the section and slopes, group themselves in reference curves $n$-$VR$, each one relative to some entity of flow resistance (low, mean, high…) classified according to the type of vegetation and its height and density.”

It is to say that Chow expressed the variability of $n$ for a fixed type of vegetation as a function of the $VR$ product (practically a Reynolds number).

At present, the $\epsilon$ absolute roughness is more and more used instead of Manning’s $n$ to define the roughness. A fundamental hypothesis linked to the use of the $\epsilon$ absolute roughness is that it really depends only on the bed characteristics.
The hypothesis of the independence of $\varepsilon$ of the hydraulic radius can explain the variability of $n$. Indeed, the joint use of equations (2) and (4) leads to the following equation:

$$n = \frac{R^{1/6}}{2\sqrt{8g \log \frac{14.84\psi R}{\varepsilon}}}$$  \hspace{1cm} (8)

Eq. (8) is wholly valid only if the term $2.51/Re \sqrt{f}$ is negligible with respect to the term $(\varepsilon/4R)/3.71$ within eq. (4), circumstance that happens practically always with vegetated beds. In case of almost smooth bed, eq. (8) can be yet considered only approximately valid. This equation clearly shows that, if in a current with a given bed type but with different $R$ values, $\varepsilon$ can be considered constant, consequently $n$ must depend on $R$.

Moreover, an analytical study of the function $n(R)$, performed through the study of the sign of its derivative, shows that this sign depends on the value of the ratio $\varepsilon/R$ in respect of the particular value $14.84\psi/e^6$. More precisely, if $\varepsilon/R$ is less than $14.84\psi/e^6$ then $n$ increases with increasing $R$, whereas if $\varepsilon/R$ is larger than $14.84\psi/e^6$ then $n$ decreases as $R$ increases. In case of a large rectangular channel, this particular value is 0.03. Consequently, in case of ordinary roughness or also of very sparse and/or very low vegetation ($\varepsilon/R<0.03$) the first situation holds, whereas in case of high and/or dense vegetation ($\varepsilon/R>0.03$) the second situation holds.

As for the statement of Chow about the dependence on the $VR$ product, it must be stressed that, with constant $\varepsilon$, increases of $R$ cause increases of velocity too. Consequently it can be supposed that some little confusion between a dependence only on $R$ and a dependence on the product $VR$ could be happened.

As for the dependence of $n$ on the $R$, starting from eq. (8), it is possible to state that the ratio between the $n$ values relative to the same roughness but to different current’s hydraulic radius $R_1$ and $R_2$ is the following one:

$$\frac{n_1}{n_2} = \left( \frac{R_1}{R_2} \right)^{1/6} \left[ \frac{\log(14.84\psi R_1 / \varepsilon)}{\log(14.84\psi R_2 / \varepsilon)} \right]$$  \hspace{1cm} (9)

This equation can be considered almost exact also when eq. (8) could be considered only approximately valid.

At this point, it is obvious that, in possible comparisons between two different experimental works, whose results are reported in terms of $\varepsilon$ against $n$, it is necessary to use both eqs. (8) and (9) in order to correctly perform the same comparisons.
7. Comparison with Manning’s $n$ Literature Data

As it has been already stressed, the very little value of roughness coefficients, obtained in the case of smooth bed (Table 3), represents a first confirmation of the validity of the methodology.

But, in any case, another comparison was performed with Manning’s $n$ experimental data represented in a graph (Figure 3) by Lopez and Garcia [22], relative to experiments carried out with rigid submerged vegetation, realized through vertical cylinders, always 10cm height but with different densities and with currents depths of about 0.50m.

In this graph, in the abscissa, the projected area of vegetation per unit volume of water in the flow direction (vegetation density) and in the ordinate the Manning’s $n$ values are reported. For every value of vegetation density a single experimental point is plotted as a black round point. These points appear to be aligned along a horizontal line up to a value of about 0.025 for the vegetation density, and afterwards along an inclined line which is represented on the graph.

In the cases of authors experimental data, the projected area of vegetation per unit volume of water in the flow direction was worth $3.2m^{-1}$, in the case of single density, and $6.4m^{-1}$ in the case of double density. Two dotted vertical lines, representing these values, were reported in the graph by Lopez and Garcia. Starting from $\varepsilon_{cal}$ values from Table 3, through eq. (8) seven $n$ values were obtained (third column of Table 4). Through eq. (9) it was possible to evaluate the ratio between $n$ values relative to Lopez and Garcia current and $n$ values relative to authors’ current (fourth column of Table 4). Finally, $n$ values relative to Lopez and Garcia current was calculated (last column of Table 4).

The six obtained values relative to vegetated beds are reported in the Lopez and Garcia graph in the shape of empty triangles, circles and squares placed along the verticals relative to their densities.

<table>
<thead>
<tr>
<th>$\varepsilon_{cal}$ (m)</th>
<th>$R = h_0$ (m)</th>
<th>$n_{auth}$ (s/m$^{1/3}$)</th>
<th>$n_{L&amp;G}/n_{auth}$</th>
<th>$n_{L&amp;G}$ (s/m$^{1/3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth bottom</td>
<td>0.000082</td>
<td>0.00481</td>
<td>0.009300</td>
<td>1.169161</td>
</tr>
<tr>
<td>Single Density</td>
<td>5</td>
<td>0.005957</td>
<td>0.05083</td>
<td>0.016992</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.018846</td>
<td>0.05507</td>
<td>0.022371</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.034700</td>
<td>0.05716</td>
<td>0.026796</td>
</tr>
<tr>
<td>Double Density</td>
<td>5</td>
<td>0.008972</td>
<td>0.05050</td>
<td>0.018640</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.026943</td>
<td>0.05428</td>
<td>0.024901</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.048393</td>
<td>0.05727</td>
<td>0.030113</td>
</tr>
</tbody>
</table>
Moreover, the two interpolating laws (6) and (7) were used to extrapolate the absolute roughness values to the case of 10cm high cylinders, obtaining 0.205m for the single density and 0.383m for the double density. It is clearly possible, starting from these values, and using eq. (8) with Lopez and Garcia current depth, to obtain the correspondent Manning’s $n$ values, namely 0.034 for the single density and 0.040 for the double density, represented as red circles in Figure 3.

![Figure 3. Comparison with Lopez and Garcia $n$ values.](image)

As final comparison, it is possible to stress the following observations. The $n$ value of the smooth bed is wholly correspondent to such a physical condition. The six $n$ values of the vegetated beds are still in agreement with the Lopez and Garcia data, in the sense that they increase with increasing height and density of the cylinders, but always remain less than the Lopez and Garcia $n$ values because these last ones are relative to the corresponding cylinder densities but to cylinder height 10cm. Finally, the two extrapolated $n$ values fit very well with Lopez and Garcia $n$ values.

8. **Comparison Between $f$ and $\varepsilon$ Values in Single and Double Density**

In this paragraph a supplementary observation about the obtained results data will be stressed.

The vegetated beds, that were taken into consideration, had three different heights, and two different densities. If we compare either the two friction factors
(Table 1) or the two absolute roughness (Table 3) relative to the two densities with the same cylinders height, we can observe that, in both cases, one is not double than the other (Table 5).

In particular, the doubling of density should double the friction factor in currents with the same depth and the same mean velocity. In the cases considered, the two currents compared each time have almost the same depth and almost the same mean velocity, but the friction factors differ from each other by a factor lesser than two. Clearly the absolute roughness ratios differ from the friction factors ratios due to the shape of eq. (4).

Table 5. Ratios between \( f \) and \( \varepsilon_{cal} \) values.

<table>
<thead>
<tr>
<th>Cyl. height</th>
<th>( f_{s,d} )</th>
<th>( f_{d,d} )</th>
<th>( f_{s,d}/f_{d,d} )</th>
<th>( \varepsilon_{s,d} ) (m)</th>
<th>( \varepsilon_{d,d} ) (m)</th>
<th>( \varepsilon_{s,d}/\varepsilon_{d,d} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5mm</td>
<td>0.07783</td>
<td>0.09626</td>
<td>1.2368</td>
<td>0.005957</td>
<td>0.008972</td>
<td>1.5061</td>
</tr>
<tr>
<td>10mm</td>
<td>0.14202</td>
<td>0.18411</td>
<td>1.2964</td>
<td>0.018846</td>
<td>0.026943</td>
<td>1.4296</td>
</tr>
<tr>
<td>15mm</td>
<td>0.21518</td>
<td>0.28642</td>
<td>1.3311</td>
<td>0.034700</td>
<td>0.048393</td>
<td>1.3946</td>
</tr>
</tbody>
</table>

In a recent paper [8] the authors supposed that this behaviour would depend on the mutual influence of the wakes of the single cylinder, and experimentally investigated the length of its influence zone.

In particular, they placed a single cylinder 15mm high in a uniform motion current with about the same depth and the same mean velocity than the observed boundary layer current, and measured, always through LDA system, the instantaneous velocities along verticals placed just behind that cylinder at distances of 1.7cm, 2.2cm, 3.2cm, 5.2cm, 10.2cm and 15.2cm.

For each vertical, the distributions of local mean velocity and variance, skewness and kurtosis of the fluctuating velocities (disturbed distributions) were obtained.

The distributions of the same statistical quantities were obtained along the same verticals but without the cylinder (undisturbed distributions).

The difference from disturbed and undisturbed distributions was greatest for the verticals nearer to the cylinder, and much smaller for the verticals farther from the cylinder.

In particular, for local mean velocities and for variances of fluctuating velocities, it was defined an index \( \Delta A/A_{no stick} \) (\( A_{no stick} \) is the area subtended to the mean velocities or variances distributions without the cylinder; \( \Delta A \) respectively its reduction or increase of the area subtended to the statistical distribution, due to the cylinder) that represented the discrepancy between the disturbed and undisturbed distribution.
The trend of this index versus the distance from the cylinder is shown in Figures 4 and 5 where, according to [8], the cylinders were called “sticks”.

Therefore, the results demonstrate that the wake of a single cylinder attains about 15cm after the same cylinder so that it affects at least three cylinders in single density, and even six cylinders in double density.

9. Conclusions

In this paper the calibration of a simplified methodology of evaluating the resistance coefficients of water currents, through experimental measurements carried out on a boundary layer stream instead of a uniform one, was presented.
The calibration consisted in a coefficient that must be applied to the absolute roughness values directly evaluated through the simplified methodology.

The calibrated absolute roughness values well fit literature data relative to vegetated beds, and some of their features can be interpreted also in the light of physical considerations about the length of the influence zone of a single element of vegetation.

Consequently, instead of requiring a very long experimental channel, the whole methodology lets evaluate the absolute roughness of a vegetated bed within the boundary layer of the current, therefore, in a shorter experimental channel.

APPENDIX - List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Dimensions or Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>area subtended to statistical distributions with the cylinder</td>
<td>[L²]</td>
</tr>
<tr>
<td>A_{no stick}</td>
<td>area subtended to statistical distributions without the cylinder</td>
<td>[L²]</td>
</tr>
<tr>
<td>C</td>
<td>Chézy flow resistance coefficient</td>
<td>[L^{1/2}T^{-1}]</td>
</tr>
<tr>
<td>J</td>
<td>Head slope</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>Parameter in Colebrook equation</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>Hydraulic radius</td>
<td>[L]</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>Slope</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>Longitudinal velocity</td>
<td>[LT^{-1}]</td>
</tr>
<tr>
<td>V₀</td>
<td>Longitudinal velocity in reference section of boundary layer</td>
<td>[LT^{-1}]</td>
</tr>
<tr>
<td>V_u</td>
<td>Longitudinal velocity in uniform flow</td>
<td>[LT^{-1}]</td>
</tr>
<tr>
<td>a</td>
<td>Parameter in Colebrook equation</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>Parameter in Colebrook equation</td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>Friction factor</td>
<td></td>
</tr>
<tr>
<td>f_{d.d.}</td>
<td>Friction factor (double density vegetation)</td>
<td></td>
</tr>
<tr>
<td>f_{s.d.}</td>
<td>Friction factor (single density vegetation)</td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>Gravitational acceleration</td>
<td>[LT^{-2}]</td>
</tr>
</tbody>
</table>
Evaluation of Absolute Roughness of Vegetated Channels

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h )</td>
<td>Flow depth</td>
<td>[L]</td>
</tr>
<tr>
<td>( h_0 )</td>
<td>Flow depth in reference section of boundary layer</td>
<td>[L]</td>
</tr>
<tr>
<td>( h_u )</td>
<td>Flow depth in uniform flow</td>
<td>[L]</td>
</tr>
<tr>
<td>( n )</td>
<td>Manning roughness factor</td>
<td>[L^{-1/3}T]</td>
</tr>
<tr>
<td>( n_{auth} )</td>
<td>Manning roughness factor relative to authors' current</td>
<td>[L^{-1/3}T]</td>
</tr>
<tr>
<td>( n_{L&amp;G} )</td>
<td>Manning roughness factor relative to L. &amp; G., current</td>
<td>[L^{-1/3}T]</td>
</tr>
<tr>
<td>( s )</td>
<td>Abscissa along the channel</td>
<td>[L]</td>
</tr>
<tr>
<td>( \Delta A )</td>
<td>Reduction or increase of area subtended to statistical distribution due to the cylinder</td>
<td>[L^2]</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Coriolis coefficient</td>
<td></td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>Absolute roughness</td>
<td>[L]</td>
</tr>
<tr>
<td>( \varepsilon_{bd} )</td>
<td>Absolute roughness (boundary layer experiments)</td>
<td>[L]</td>
</tr>
<tr>
<td>( \varepsilon_{cal} )</td>
<td>Calibrated absolute roughness</td>
<td>[L]</td>
</tr>
<tr>
<td>( \varepsilon_{d.d} )</td>
<td>Absolute roughness (double density vegetation)</td>
<td>[L]</td>
</tr>
<tr>
<td>( \varepsilon_{s.d} )</td>
<td>Absolute roughness (single density vegetation)</td>
<td>[L]</td>
</tr>
<tr>
<td>( \varepsilon_{unif} )</td>
<td>Absolute roughness (uniform flow)</td>
<td>[L]</td>
</tr>
<tr>
<td>( \psi )</td>
<td>Shape parameter in Colebrook equation</td>
<td></td>
</tr>
</tbody>
</table>

References

4. Cui J., Large-eddy simulation of turbulent flow over rough surfaces, PhD dissertation Mechanical Engineering, University of Iowa, Iowa City, Iowa, USA, 2000


Index

abiotic 280, 282, 283, 297
absolute roughness 328, 329, 331–334, 337, 338, 340
advection 313, 317
advection-diffusion equation 250, 252, 253, 260, 263
aerial image 212–214, 217, 218
air pollution 172, 178
albedo 145–147, 149, 152, 154–156, 161
analytic approach 128, 147, 149, 150, 152, 156, 161
aquivalence 280, 282
autotrophs 314, 315
band pass covariance method 191, 194
basic climatological network 189, 195, 197, 198, 201
Bayesian approach 169, 174, 178
bioavailable 276, 297, 299
bio-uptake 281
boundary conditions 57, 75, 129, 131, 132, 155, 168, 209, 236, 238, 239, 243, 260, 263, 287, 312
Boussinesq approximation 68, 71–73
Bowen ratio 188, 190, 191, 193, 194, 199, 200
buoyancy 70, 71
burial 280, 286, 298
calibration 329, 331, 333, 339, 340
central geometry 152, 156
chaos 27, 42, 44
chlorophyll 310, 313–316, 319, 320, 322
cohesive sediments 277, 278, 281, 285, 286, 298
colloidal particles 278, 290
Colusa Basin Drain 291, 292
coupled maps 28, 34, 36, 39, 41–44
cylinder 330, 337–339
dead zone aspect ratio 251, 255, 256
dead zone exchange coefficient 253–255, 257, 265, 266
dead zone model (DZM) 253–255
dead zone parameter 255
dead zone storage time 251, 253, 268
dead zones 249–258, 261, 263–270
de-methylation 276, 280, 282, 297
depression 230, 233, 234
desorption 282
detrital 280, 283, 287
diagenesis 283, 286, 289
diffusion 313, 317
drag force 128, 138, 139, 141
stratification 68, 73, 74, 76–78, 83
stratified turbulence 51
Strouhal number 133
Sulfate 276, 280, 282, 284, 289, 297
surface energy budget 186, 201
surface temperature 154–161

Taylor-Green vortex 68, 80, 81
temperature 310–312, 316–322
terminal electron acceptor 276, 280
TIN 211–213
trace gas flux 186, 193, 194
tracer concentration 251, 252
turbulence 68, 72, 73, 78, 80, 83, 93,
  94, 97, 100–102, 104–107, 109, 114,
  116–121
turbulent diffusion 253, 258, 269
turbulent diffusion coefficient 191
turbulent dispersion 4, 5, 7, 9, 14, 16,
  20
turbulent Schmidt number 260, 268
turbulent wake 94, 96, 120

uniform flow 328, 329, 331–333
upwelling 310, 317–321
urban modelling 146, 155
turbulent wake 94, 96, 120

vector data 211–213
vegetated bed 327, 329, 330, 333,
  335–337, 340
very stable boundary layer 50, 51, 53,
  54, 56, 60–62
viscous 129, 132, 135
visualization 209–213, 215–218, 220,
  223–225

wall stress 128, 135, 138, 141
WASP4 281
water distribution 230–232
water quality 229–232, 242
wave height 128
wavelength 128, 133–135
wetlands 276, 299

“z-less” turbulence 51–53, 56, 58,
  60–62